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ON THE NUMERICAL MODELLING OF INTERIOR
SOUND FIELDS BY THE MODAL FUNCTION
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Much attention has been paid to sound absorption by active or semi-active means in
recent years. Such absorbing treatments are usually applied at the boundaries of the
controlled acoustic domain. A study of the impedance at the vibrating boundaries of an
actively controlled interior sound field may shed some light on the design of semi-active
absorption systems. A popular approach to modelling the interior sound field is to use a
Green’s function in terms of the acoustic eigenfunctions for the rigid enclosure. It is known
that the pressure distribution obtained by this approach is accurate in the interior of the
domain, and is inaccurate for modelling impedance on the vibrating boundary. This paper
studies this inaccuracy quantitatively and its effect on the optimal control of the interior
sound field, and also describes a particular solution approach for determining the interior
pressure when a model of the sound field is used.
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1. INTRODUCTION

Over the past two decades, significant progress has been made in quieting aircraft and
automobile interiors by using advanced control theory with modern sensor and actuator
technologies. While active noise cancellation (ANC) and active structural acoustic control
(ASAC) are two mainstream technologies [1–22], much attention has also been paid to
sound absorption by active or semi-active means [23–29]. Sound absorption occurs when
the impedance of an absorbing medium such as an active foam or trim panel matches the
impedance of the acoustic medium. Since active noise control systems have been
demonstrated to successfully reduce interior noise levels in three-dimensional enclosures,
a study of the impedance conditions at the vibrating boundaries of such systems may shed
some light on the design of semi-active treatments which may be more cost effective. Also, a
study of impedance conditions in the vicinity of the acoustic actuators can help in
optimally designing the actuator dynamics. To this end, one needs to quantify the acoustic
impedance accurately at the interface of the air and the structure. The problem under
investigation in this paper assumes that the enclosed sound field is harmonic, which is
generally the case in aircraft and other rotorcraft interiors. Given the acoustic pressure,
p(r), and velocity, u(r), of the air, the specific acoustic impedance, z(r), at any point is
given by

z(r)=
p(r)
u(r)

. (1)

In the case of harmonic sound fields, the pressure and velocity are related as

u(r)=
1

jvr
9p(r)0 {ux , uy , uz}T. (2)
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Hence, the modelling accuracy of the impedance depends on the accuracy of the model
which determines the pressure. Because of this, we shall focus our attention on the accuracy
of the pressure modelling, although our interest is in the impedance. The pressure field in
the enclosure can be obtained by solving the integral equation [26, 30],

p(r)=gS $p(r0)
1G(r=r0)

1n
+

1p(r0)
1n

G(r=r0)% dS+ jvr gV

q(r0)G(r=r0) dV, (3)

where q(r0) represents the interior source distribution, and G(r=r0) is a Green’s function
satisfying the inhomogeneous Helmholtz equation,

(92 + k2)G(r=r0)=−d(r− r0). (4)

There are many techniques available for modelling interior sound fields, including modal
expansions, method of images, finite element and boundary element methods. The modal
expansion method proposes to expand every term in equation (3) in terms of the acoustic
mode functions for the rigid enclosure. The Green’s function in terms of the modal
expansion thus satisfies the rigid wall boundary condition and hence, the normal derivative
of the Green’s function on the boundary is zero. This leads to an explicit and much
simplified equation for the pressure,

p(r)= jvp gS

un (r0)G(r=r0) dS+ jvp gV

q(r0)G(r=r0) dV, (5)

where un is the velocity normal to S. This approach is often used in the studies of active
noise control [2, 3, 26, 31–33]. It is appropriate in this case because active noise control
is most effective at low frequencies where the sound field is modal [3, 26]. The solution
for the pressure obtained by this method retains the modal behavior of the system and
hence provides an intuitive description of the sound field. This technique also lends itself
easily to obtaining optimal control solutions which minimize the pressure field in the
enclosure.

It is known that since the acoustic modes are for the rigid wall enclosure, the solution
for the pressure based on the modal expansion, though accurate in the interior of the
domain, does not satisfy the vibrating boundary conditions [3, 26, 30]. Since the rigid wall
modes satisfy homogeneous Neumann boundary conditions, the velocity predicted at the
boundary is identically zero. This inaccuracy in the velocity field is substantial in the
vicinity of the vibrating boundaries. Therefore, this technique is inappropriate for
determining impedance conditions at the vibrating boundaries of the enclosure. The
objective of this paper is to numerically study these inaccuracies and to describe a
particular solution approach which allows one to retain the advantages of the modal
solution technique without compromising its accuracy. Furthermore, since many studies
of ANC and ASAC have been done by using the Green’s function in terms of the rigid
wall modes, we also perform a quantitative study of the effect of the aforementioned
inaccuracies on the noise control performance.

The remainder of the paper is organized as follows. In section 2, this issue of inaccuracy
is examined by considering a simple one-dimensional (1-D) boundary value problem. An
exact solution, a modal solution by the Green’s function and a modal solution based on
the particular solution approach are compared numerically. In section 3, the study is
extended to the pressure field in a three-dimensional (3-D) acoustic enclosure. The
accuracy of the modal solution by the Green’s function approach is studied numerically.
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Finally, the effect of the modelling inaccuracy on the optimal control performance of the
interior sound is examined.

2. A 1-D EXAMPLE

Consider a 1-D Neumann boundary value problem defined by

12u
1x2 + k2u=0,

1u
1x

(0)= a,
1u
1x

(l)= b. (6)

Solving the above problem, we have

uE (x)0 u(x)=
a cos [k(x− l)]− b cos kx

k sin kl
, (7)

where the subscript of uE (x) indicates that the solution is exact. uE (x) represents the
interior solution due to disturbances on the boundaries of the domain. The eigenvalues
for equation (6) are given by kn = np/l, and the eigenfunctions are given by Un =cos kn x
(n=0, 1, . . . , a). Consider a Green’s function G(j, x) satisfying the following equation:

Gjj + k2G= d(j− x). (8)

When the Green’s function is represented in terms of an eigenfunction expansion as

G(j, x)= s
a

n=0

gn cos kn j,

we have Gj (0, x)=Gj (l, x)=0. It can now be shown that [34, 35]

u(x)= aG(0, x)− bG(l, x). (9)

Hence the solution for the boundary value problem can be obtained as

uG (x)0 u(x)= s
a

n=0

o2
n [a− b(−1)n]

(k2 − k2
n )

cos kn x, on =6z1/l , n=0,
z2/l , nq 0,

(10)

where the subscript of uG (x) indicates that the solution is obtained by using a Green’s
function in terms of the eigenfunctions Un . Even though the above solution may converge
to the exact solution inside the domain, it can never satisfy the boundary conditions in
equation (6).

The above problem may also be solved by homogenizing the boundary conditions in
the following manner [34]. Consider a solution u(x) given by

u(x)= ax+0b− a
2l 1 x2 + q(x), (11)

where q(x) satisfies the following equation and homogeneous boundary conditions:

12q
1x2 + k2q=−0b− a

l 1− k2$ax+0b− a
2l 1 x2%,

dq
dx

(0)=0,
dq
dx

(l)=0. (12)
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Note that part of the solution ax+((b− a)/2l)x2 is constructed so that the inhomogeneous
boundary conditions are satisfied. We then expand q(x) as well as the forcing term in
equation (12) in terms of the eigenfunctions Un , and get

uP (x)0 u(x)= ax+0b− a
l 10x2

2
−

1
k21+

l
3 0a+

b
21+ s

a

n=1

e2
n k2[(−1)nb− a]

k2
n (k2

n − k2)
cos kn x,

(13)

where the subscript of uP (x) indicates that it is via the particular solution approach. Note
that the particular solution approach retains the modal information of the system with
some corrections for improved solution accuracy at the boundaries.

2.1.    

Numerical results of these three solutions are now presented and the accuracy of the
approximate solutions uG (x) and uP (x) is examined.

2.1.1. Solution accuracy
To determine the accuracy of the approximate solutions, the exact solution uE (x) is

used. Figure 1 shows the difference between uE (x) and the approximate solutions uG (x)
and uP (x) over the domain for k=2. We have set l=5, a=0 and b=1; the exact
solution at x= l is −0·77. It is seen from the figure that for the given number of terms
N in the series, uG (x) has a larger error than uP (x) in the interior of the domain. On the
boundary at x= l, uG (x) has an error of approximately 27% while uP (x) has an error
of 3.3%. Hence, the accuracy of the two solutions is markedly different on the boundary.
It can be shown that the mean square values of uG (x) and uP (x) over the domain are nearly
identical.

Figure 1. Comparison of error over the domain for k=2. Number of terms in series: N=5.—, uG (x)− uE (x);
-·-·, uP (x)− uE (x).
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The percentage error at x= l for an increasing number of terms in the series summation
is plotted in Figure 2. The cases when N=1 and 2 have been left out since the number
of modes included in the solution is not enough for the given value of k. As the
number of terms increases, the error of uP (x) quickly converges to zero whereas the error
of uG (x) converges to a finite number, as determined by the Gibbs’ phenomenon in the
Fourier series [36]. The large error of uG (x) on the boundaries is mainly due to the fact
that uG (x) is built upon the eigenfunctions which satisfy the homogeneous boundary
conditions only. uP (x), on the other hand, satisfies the inhomogeneous boundary
conditions exactly.

2.1.2. Convergence rate
The solutions in equations (10) and (13) indicate that the convergence of uP (x) is faster

than uG (x) by a factor 1/n2. Hence, less computational effort is required to compute uP (x)
for the same level of accuracy. It can be shown for the general eigenvalue problem that
the convergence rate of uP (x) is one plus the order of the boundary differential operators
higher than that of uG (x).

3. ACOUSTIC PRESSURE IN A 3-D ENCLOSURE

We now consider the inhomogeneous Helmholtz equation in a 3-D rectangular enclosure
with dimensions a, b and c along the x, y and z directions, respectively:

(92 + k2)p(r)=−jrvqvol (r). (14)

The boundary at x= a vibrates with velocity w(y, z); the remaining boundaries
are rigid. The boundary conditions at y=0, b and z=0, c are homogeneous

Figure 2. Comparison of percentage errors at x= l for k=2: —, [uG (l)− uE (l)]/uE (l); -·-·, [uP (l)− uE (l)]/uE (l).
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of the Neumann type. In the x direction, they are inhomogeneous and are
given by

1p
1x

(0)=0,
1p
1x

(a)=−jrvw(y, z). (15)

The acoustic pressure is given by p(r, t)= p(r) ejvt, where r= {x, y, z}, k=v/c0, and c0

is the speed of sound, r is the density of the air and qvol (r) is the interior acoustic source
distribution. The eigenvalues and eigenfunctions for the rigid enclosure are the non-trivial
solutions of the boundary value problem defined by

(92 + k2)c(r)=0, r $ V; 9c(r) · n=0, r $ S, (16)

where S denotes the boundary of the domain, and n is the normal of S. The eigenvalues
and eigenfunctions are obtained as

k2
lmn =

v2
lmn

c2
0

= [lp/a]2 + [mp/b]2 + [np/c]2,

clmn (r)= elmn cos (lpx/a) cos (mpy/b) cos (npy/c), l, m, n=0, 1, 2, . . . , (17)

where elmn are the normalization constants.

3.1.  

Consider only the case when the acoustic medium is excited by the vibration of the
surface at x= a and there is no interior source. The solution of the pressure distribution
can be expressed in terms of the rigid wall eigenfunctions in the y and z directions,

p(r)= s
a

m=0

s
a

n=0

Pmn (x) cos (mpy/b) cos (npz/c), (18)

where Pmn (x) satisfies the following equation and boundary conditions:

12Pmn

1x2 + [k2 − (mp/b)2 − (np/c)2]Pmn =0,
1Pmn

1x
(0)=0,

1Pmn

1x
(a)=Wmn , (19)

and

−jrvw(y, z)= s
a

m=0

s
a

n=0

Wmn cos (mpy/b) cos (npz/c). (20)

Solving the above boundary value problem, we obtain the following solution

pE (r)= s
a

m=0

s
a

n=0

Wmn

ja
[ejax +e−jax]
(ejaa −e−jaa)

cos (mpy/b) cos (npz/c), (21)

where a=zk2 − k2
0mn . Subscripts of the solutions p(r) hereafter have the same meaning

as in section 2. The above solution may be used as the reference solution since it satisfies
all boundary conditions.

Following the modal solution approach, we express the Green’s function satisfying
equation (4) in terms of the eigenfunctions for the rigid enclosure as

G(r=r0)= s
a

l=0

s
a

m=0

s
a

n=0 $clmn (r0)
k2

lmn − k2% clmn (r). (22)
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The pressure distribution in the enclosure without interior sources can be obtained as

pG (r)= s
a

l=0

s
a

m=0

s
a

n=0

olmn (−1)l$ clmn (r)
k2

lmn − k2%Wmn , (23)

where the subscript of pG (x) indicates that the solution is obtained by using the Green’s
function.

Now, introducing a particular modal solution Pmn (x) for equation (18) as

Pmn (x)=
x2

2a
Wmn +Qmn (x), (24)

where Qmn (x) satisfies homogeneous boundary conditions in the x direction, we can obtain
a solution for the pressure by the so-called particular solution approach as

pp (r)= s
a

m=0

s
a

n=0 $x2

2a
−

a
6

+
1

a(k2
0mn − k2)

− s
a

l=1

glmn cos (lpx/a)%Wmn cos (mpy/b) cos (npz/c), (25)

where

glmn =
2a(−1)l

l2p2

[k2 − k2
0mn ]

[k2 − k2
lmn ]

, l$ 0. (26)

Again, similar to the 1-D case, the solution pP (x) by the particular solution approach
satisfies all boundary conditions exactly. It can also be shown that the velocity field
predicted by this approach matches that of the vibrating boundary. Hence, this solution
can accurately predict the impedance at the boundaries. On the other hand, pG (x) gives
rise to zero velocity at the boundary, and the prediction of the velocity in the vicinity of
the vibrating boundary is poor.

3.2.    

The following ratio of the root mean square (r.m.s.) values of the pressure on different
plane sections along the x-axis is used to characterize the error of the solutions by the two
above methods:

Perr
G (x)=$g

b

0 g
c

0

=PG (r, t)−PE (r, t) =2 dy dz%
1
2>$g

b

0 g
c

0

=pE (r, t) =2 dy dz%
1
2

. (27)

Note that Perr
P (x) for pP (r) is determined by replacing pG (r) with pP(r) in equation (27).

The numerical results are plotted in Figure 3. Five terms are used in modal summation
for each direction, resulting in a total of 125 acoustic modes included in the computation.
Recall that the vibrating source is at x= a. pP (r) is seen to perform better than pG (r)
overall, and the error of pG (r) increases near the vibrating boundary, as expected. The
percentage errors of the r.m.s. pressure at the vibrating surface for different frequencies
are plotted in Figure 4. It is seen from the figures that on the boundary, pP (r) is consistently
more accurate than pG (r). Similar to the 1-D case, pP (r) converges much faster than pG (r).

From the above discussions, it is evident that the particular solution approach not only
satisfies the boundary conditions exactly, but also gives rise to a more accurate solution
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Figure 3. Percentage error of the r.m.s. pressure on the plane sections along the x-axis in the 3-D rectangular
enclosure (frequency=150 Hz): —, Perr

G (x); -·-·, Perr
P (x).

Figure 4. The r.m.s. pressure field error on the vibrating wall (x= a): —, Perr
G (l); -·-·, Perr

P (l).

for the pressure, both in the interior as well as at the boundary of the
domain. This approach proves satisfactory for determining the acoustic impedance in the
enclosure.
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Figure 5. The r.m.s. pressure 20 log10 (zJ/po ) in the 3-D enclosure: —, before control; -·-·, after control.

Figure 6. Difference in the performance index based on the two different approximate solutions for the 3-D
enclosure: —, before control; -·-·, after control.
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3.3.         

It can be seen from the previous sections that the modal solution technique using the
Green’s function is inaccurate on the domain boundaries. It was also observed to have
a higher error in the interior of the enclosure than the particular solution approach. Here,
a global performance measure based on these two solutions is compared, as well as the
resulting optimal controls of the system.

In the 3-D enclosure, the vibrating wall at x= a is taken as the primary sound source
and the control sources are modelled as a 2×2 grid of square pistons mounted on the
wall at x=0. Assume that the problem is harmonic. The optimal control vector is obtained
by minimizing the following cost function [26]:

J[u(y, z), w(y, z)]=gV

pp* dx dy dz, (28)

where V denotes the volume of the enclosure, p* is the complex conjugate of p, u(y, z) is
a complex vector representing the vibration amplitude and phase of the control pistons,
and w(y, z) is the velocity field of the vibrating wall at x= a. The optimal controls are
determined using the solutions obtained by both the Green’s function method with rigid
wall eigenfunctions and the particular solution approach. The r.m.s. pressure before and
after control are shown in Figure 5. The optimal controls obtained from the two
approximate solutions result in an almost identical optimal performance index. Therefore,
only one controlled response is shown. The difference between the optimal performance
indices Jopt by the two controls is shown in Figure 6 and is less than 1

2 dB. The percentage
difference in the norms of the two control vectors, shown in Figure 7, is very small over
a broad frequency range. These results cleraly show that the inaccuracies at the boundary
do not affect the control prediction much.

Figure 7. Percentage difference in the norm of the optimal control vectors (>uG>− >uP>)/>uG> for the 3-D
enclosure.
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4. CONCLUDING REMARKS

The inaccuracy of the modal solution using the Green’s function method at the moving
boundaries of a 3-D enclosure has been quantitatively studied. The error is related to a
well-known Gibbs’ phenomenon in the Fourier series at discontinuities. For modelling
acoustic impedance at the vibrating boundary, this solution is shown to be inadequate.
A particular solution approach that can satisfy the inhomogeneous boundary conditions
exactly retains advantages of the modal model without compromising the solution
accuracy, and is recommended for this study. Furthermore, it is shown that this solution
approach leads to a faster converging solution than the Green’s function solution. It has
also been observed through simulations that these two solution methods lead to nearly
identical optimal controls and global performance indices.
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