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The multiple time-scale method is adapted to study the post-critical behavior
of general non-conservative symmetric systems, possibly affected by imperfections,
for which divergence and Hopf bifurcations interact. The procedure illustrated
makes it possible to elude the computational burden related to the application of
the center manifold reduction. It also furnishes explicit expressions of the
coefficients of the standard normal form bifurcation equations in terms of the
coefficients of the original system. As an example, the method is applied to a
two-degree-of-freedom rigid bar subjected to axial load (Augusti’s model) and
transversal flow. The critical and post-critical scenarios are analyzed in detail, for
both the perfect and imperfect systems.
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1. INTRODUCTION

Mechanical systems under non-conservative excitation may exhibit different types
of bifurcation and post-critical behavior, especially when interaction phenomena
occur. An interesting case occurs when a divergence and a Hopf bifurcation
manifest themselves at (nearly) coincident values of the parameters set [1]. Apart
from particular cases, this bifurcation is structurally stable when at least two
control parameters are considered; so that, the problem has codimension two.

The double bifurcation is encountered in several problems of practical interest,
both in mechanical and structural engineering. In mechanics, an interesting
example is given by a rigid, balanced isotropic rotor supported in air pressurized
bearings and rotating about an elastically mounted rigid axis [2]. For special values
of the angular speed and of a geometrical splitting parameter, a synchronous
whirling motion and a self-excited vibration interact. This phenomenon also
occurs in the motion of a tractor–semitrailer vehicle [3] controlled by the driving
speed and the loading of the trailers, and in the dynamics of a pipe conveying fluid
[4] and controlled by the flow rate and the static tension in the pipe. Within
structural applications, both discrete and continuous models undergoing
divergence-Hopf interaction, have been analyzed. Among the former a double
pendulum has been studied, either loaded by a follower force and a radiant heat
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field [5], or subject only to a follower force, but with the stiffness spring varying
as a splitting parameter [6]. Among the latter, the stability of a beam loaded by
a follower force at the tip has been analyzed when the position of an intermediate
support is varied [7].

The system behavior around a divergence-Hopf bifurcation point is far more
complex than that around a single divergence or a Hopf bifurcation [1, 8], since
the non-linear interactions between critical modes can produce interesting
post-critical behaviors. From a computational point of view, and within the
framework of the bifurcation theory [9], the problem is tackled by reducing the
finite or infinite multidimensional dynamical system to an equivalent three
dimensional system (i.e., to a dimension equal to the number of the critical
eigenvalues occurring at bifurcation). In order to obtain the reduced system, the
most commonly used approach is the center manifold method [8], which requires,
first, a description of the manifold on which the post-critical steady state dynamics
take place and, then, construction of the bifurcation equations in the so-called
normal form. However, as observed by Nayfeh and Balachandran [10], this
procedure entails a major computational effort for systems with large dimensions,
since it is necessary to know both the complete spectrum of the Jacobian matrix
at the critical state and the application of normal form theory.

Notwithstanding that normal form equations for low codimension bifurcations
have been extensively studied in the literature, explicit expressions of the
coefficients of the reduced system in terms of the coefficients of the original system
are not available for general systems, so that the whole procedure has to be
repeated for each specific problem. As already pointed out by the authors [11],
other methods already used in the literature to solve static and dynamic
bifurcation problems of codimension one can be used to analyze bifurcation of
general systems, regardless of the codimension, and require less computational
effort. In particular, the multiple scale method (MSM [12]) has been adapted to
analyze the non-resonant Hopf-bifurcation of codimension two [11]. The reduced
equations are obtained by the MSM without describing in advance the center
manifold, expressing the Jacobian matrix at the critical state in Jordan form, or
applying the normal form theory; in addition, stability is easily analyzed.

The aim of this paper is to show that the MSM can also conveniently be applied
to general symmetric systems for which a divergence and a Hopf bifurcation
interact. The presence of imperfections is also accounted for. An extension of the
method to non-symmetric systems will be performed in a forthcoming paper,
where some problems connected with the reconstitution procedure in the
perturbative scheme [13, 14] will be discussed. A strong formal analogy exists
between the procedure illustrated here and that described in reference [11], apart
from the imperfections, not accounted for there. In fact, the two approaches follow
the same logic on which the static bifurcation theory of conservative systems is
based [15]. A stronger analogy can also be observed, as the bifurcation equations
are the same in the two problems.

A mechanical system consisting of a two-degree-of-freedom rigid bar (known
as Augusti’s model [16, 17]) subjected to a fluid flow and to an axial load is studied.
This structure was chosen as the simplest example to clarify the perturbative
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procedure while avoiding cumbersome algebra. However, in spite of its simplicity,
the model exhibits all the fundamental aspects of the mechanical problem.
Applications of the procedure to more complicated and realistic structures will be
presented in a later paper.

2. PROBLEM FORMULATION

The equations of motion of an autonomous dynamical system affected by small
imperfections are written in the form

ẋ=F(x, g)+G(x, g, h), (1)

where x(t)$Rn is the state vector, g$Rm and h$Rl are the control and imperfection
parameter vectors, respectively; F is the vectorial field of the perfect system and
G represents the (small) contribution of the imperfections to the system dynamics.
For hypothesis F(0, g)= 0 [g and G(x, g, 0)= 0 [(x, g). Therefore, when h= 0,
equation (1) admits the trivial equilibrium solution consisting of the set of states
GM{(x, g)=x= 0}. According to Ljapunov’s theory, such an equilibrium position
is stable (or attracting) if each eigenvalue li (g) of the Jacobian matrix

Fx(0, g)M
1F(x, g)

1x bx= 0

(2)

has negative real part, while it is unstable if at least one of the eigenvalues has
a positive real part [18]. The dynamical systems considered here depend on two
control parameters, namely g= {m, n}T, and one imperfection parameter h. The
following hypotheses are assumed to hold for the perfect system.

(H.1) The dynamical system is symmetric, i.e.

F(−x, g)=−F(x, g) [g. (3)

(H.2) At the bifurcation point O0 (x= 0, m= n=0) the Jacobian matrix
F0

xMFx (x= 0, m=0, n=0) has a null eigenvalue l0 =0 and one pair of purely
imaginary eigenvalues l1,2 =2iv0. The associated right eigenvectors uj (j=0, 1)
are solutions of the following algebraic problems

F0
xu0 = 0, F0

xu1 = iv0u1, (4)

while u2 = ū1, the associated left eigenvectors satisfy the equations

(F0
x)Tv0 = 0, (F0

x)Tv1 =−iv0v1, (5)

with v2 = v̄1. Right and left eigenvectors are orthonormal, i.e., vH
i uj = dij , where H

denotes the transpose conjugate and dij is the Kronecker symbol.
(H.3) At bifurcation, all the remaining eigenvalues lh , he 3, lie on the left side

of the complex plane.
(H.4) The critical eigenvalues

l0(m, n)= a0(m, n),

l1,2(m, n)= a1(m, n)2 iv (m, n),

aj (0, 0)=0, j=0, 1, (6)
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(m and n small) satisfy the transversality conditions

det $a0m a0n

a1m a1n%$ 0, (7)

where

ajmM
1aj

1m bm=0
n=0

, ajnM
1aj

1n bm=0
n=0

. (8)

In the parameter plane (m, n) the curves aj (m, n)=0, j=0, 1, determine the
diagram of linear stability of the trivial solution G, also known as the stability
boundary diagram. According to condition (7) the two curves have distinct
tangents at the intersection point, where the codimension-2 bifurcation takes place,
so that no direction in the (m, n)-plane exists along which the critical state persists.

In the following, the multiple scale method is applied to analyze the postcritical
behavior around the bifurcation point.

3. THE MULTIPLE SCALE METHOD

A monoparametric family of solutions of the type

x= x(o, t0, t2, . . .)

m= m(o)

n= n(o)
(9)

h= h(o)

is sought, in which t0 = t, t2 = (o2/2!)t, . . . , t2k =[o2k/(2k)!]t are independent
temporal scales. Under hypotheses of regularity, equations (9) are expressed in
MacLaurin series as

x= s
a

k=1,3,...

ok

k!
xk , (10)

6mn7= s
a

k=2,4,...

ok

k! 6mk

nk7, h= s
a

k=3,5, ...

ok

k!
hk , (11a, b)

where xk = xk (t0, t2, . . .), and o=0 selects the bifurcation point O. It should be
noted that, due to the symmetry property of the vector field (equation (3)), only
odd or even powers of o are considered in the series (10) and (11a). In this way,
if (x, m, n, 0) is a solution corresponding to o, (−x, m, n, 0) is also a solution and
corresponds to −o. Moreover, only temporal scales of even order are taken into
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account, while the imperfection parameter is assumed to be smaller than the
controls. The time derivative is expressed as

d
dt

=d0 +
o2

2!
d2 + · · ·+

o2k

(2k)!
d2k +· · · , (12)

where dk = 1/1tk . By differentiating k times equations (1) with respect to the
perturbative parameter o, evaluating the derivatives at o=0 and using equations
(10) and (11), the perturbative equations of kth order are obtained; for k=1, 3,
they are

(d0E−F0
x)x1 = 0,

(d0E−F0
x)x3 =3(m2F0

xm + n2F0
xn )x1 +3F0

xxx1x2 +F0
xxxx3

1 +G0
hh3 −3 d2x1.

(13a, b)

It should be noted that, on account of the ordering (10) and (11), the generating
equation (13a) is unaffected by imperfections; the behavior of the imperfect system
is therefore evaluated as a perturbation of that of the perfect system.

The non-decaying solution of equation (13a) is

x1 =A0(t2, t4, . . .)u0 +A1(t2, t4, . . .)u1 eiv0t0 + c.c., (14)

where A0 =1/2a0(t2, t4, . . .) is a real function, A1 =1/2a1(t2, t4, . . .)
exp[if(t2, t4, . . .)] is a complex function with real amplitude a1 and phase f, and
c.c. denotes the complex conjugate of preceding terms; both amplitudes are
functions of slow time scales. Substitution of equation (14) in (13b) leads to

(d0 −F0
x)x3 =3[(−d2 + m2F0

xm + n2F0
xn )+A1A0F0

xxxu1u0 +4A2
0F0

xxxu2
0]A1u1 eiv0t0

+[3(−d2 + m2F0
xm + n2F0

xn )+4A2
0F0

xxxu2
0 +6A1A� 1F0

xxxū1u1]A0u0

+h3G0
h + c.c.+NST, (15)

where NST denotes non-secular terms. The solvability of equation (15) requires
the coefficients of the resonant terms to be orthogonal to the left eigenvectors v0

and v1 of F0
x associated with critical eigenvalues 0 and iv0, respectively, so that

d2A0 = vT
0 {[(m2F0

xm + n2F0
xn )+ 4

3A
2
0F0

xxxu2
0 +2A1A� 1F0

xxxū1u2]A0u0 + 1
3h3G0

h},

d2A1 = vH
1 [(m2F0

xm + n2F0
xn )+A1A0F0

xxxu1u0 +4A2
0F0

xxxu2
0]A1u1. (16)

By separating real and imaginary parts of the solvability conditions, the amplitude
and phase modulation equations on the t2-scale are drawn. By coming back to the
t-scale and reabsorbing the parameter e, they are found to be

ȧ0 = (a0mm+ a0nn)a0 +R110a2
1a0 +R000a3

0 +Rh+O(=a0=5 + =a1=5)
ȧ1 = (a1mm+ a1nn)a1 +R100a2

0a1 +R111a3
1 +O(=a0=5 + =a1=5)

, (17)

and

f� =(v1mm+v1nn)+ I100a2
0 + I111a2

1 +O(=a1=4 + =a2=4), (18)
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where coefficients ajm , ajn , v1m , v1n ( j=1, 2), given in the Appendix, have the
meaning of partial derivatives of aj and v1 with respect to m and n, evaluated at
o=0; coefficients R’s and I’s are also given in the Appendix.

The amplitude modulation equations (17) are uncoupled from the phase
modulation equation (18) and can be studied, for example, by phase techniques.
In the absence of imperfections, they constitute the bifurcation equations in
standard normal form for one zero and one purely imaginary pair of critical
eigenvalues for a symmetric system [19]. They are formally similar to amplitude
modulation equations of the non-resonant double-Hopf bifurcation of a general
two control parameter dynamical system [11]. Since they are invariant under the
transformations a0:−a0 and a1:−a1, it is sufficient to consider positive only a0

and a1. When imperfections are taken into account, it is necessary to consider the
positive half-plane a1 q 0, only. Constant solutions of the equations (17) are
determined by setting ȧ0 = ȧ1 =0. These solutions correspond to static solutions
or periodic motions of the original system, equation (1). Equations (17) make it
possible to detect the stability of periodic motions by analyzing the stability of
equilibrium points. It is worthwhile observing that the imperfection term enters
the equation in the buckling mode amplitude modulation only.

4. A 2 d.o.f. SYSTEM UNDER COMPRESSIVE LOAD AND AERODYNAMIC
EXCITATION

In this section, the procedure described above is applied to the sample structure
illustrated in Figure 1(a). It consists of a vertical rigid rod of length l with a
spherical hinge at the bottom end, restrained by two linear visco-elastic torsional
hinges of stiffness k1 and k2, furnishing restoring moments proportional to the

Figure 1. (a) 2-d.o.f rigid rod under compression load and aerodynamic excitation; (b) Lagrangian
parameters.
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variations of the angles between the rigid rod axis and the x1- and x2-axes
respectively. The structure is loaded by a vertical force P and is subject to a fluid
flow of mean velocity U acting in the positive direction of the x1-axis. If only the
vertical load is present, the system coincides with Augusti’s model [16, 17], for
which two different static bifurcations (buckling) occur for two critical load values.
On the other hand, the fluid flow creates lift forces mainly in the (x2, x3)-plane that
eventually lead to a Hopf bifurcation (galloping instability) if the rod cross-section
is aerodynamically unstable. Due to the presence of both the vertical load and the
fluid flow, the lower buckling mode and the galloping mode may interact.

Let a1 and a2 denote the angles between the direction of the rigid bar and the
x1- and x2-axes, respectively. The rotations xMp/2− a1 and yMp/2− a2,
coincident with the strains of the springs, are taken as Lagrangian variables
(Figure 1(b)). By applying the quasi-static theory for aerodynamic forces [20],
under the hypothesis that the cross-section is symmetric with respect to the flow
direction, the non-dimensional equations of motion, expanded up to the third
order, are [21]

ẍ+2(js + jdu)ẋ+(1− p)x=−1
6px3 + 1

2pxy2 + 3
2hu2

ÿ+2(js − jau)ẏ+(b− p)y= 1
2px2y− 1

6py3 +
c3

u
ẏ3

. (19)

In equations (19) p and u are non-dimensional control parameters, proportional
to the vertical load and the fluid velocity, respectively; js is the modal structural
damping; jd q 0 and ja q 0 are the aerodynamical modal damping coefficients,
depending on drag and lift forces; b�1 is the ratio between the linear frequencies
vy and vx ; h and c3 are non-dimensional coefficients accounting for the effects of
the fluid mean velocity and of the non-linear aerodynamic forces, respectively.
Moreover, in equations (19) the dot denotes differentiation with respect to the
non-dimensional time t=vxt. In order to apply the theory developed above,
equations (19) should be expressed in the form (1); however, as an example, the
perturbative method will be applied directly to them.

When h=0, equations (19) admit the trivial solution (x, y)= (0, 0). Here h is
assumed to be small (i.e., it is assumed that the rod cross-section has a small drag
coefficient), so that h can be regarded as an imperfection parameter. In other
words, from a physical point of view, the real system is considered to be obtained
through a slight modification of an ideal perfect system on which no drag forces
act.

In the perfect system, the trivial equilibrium position (x, y)= (0, 0) loses its
stability through a divergence bifurcation when the modal stiffness in the
x-direction vanishes; this occurs when p= pcM1, which triggers a buckling mode
in the (x1, x3)-plane. Similarly, stability is lost through a Hopf bifurcation when
the modal damping in the y-direction vanishes; this occurs when u= ucMjs /ja ,
which triggers a galloping mode in the (x2, x3)-plane.

The stability analysis of the trivial equilibrium position x= y=0 leads to the
stability diagram in Figure 2, which shows the existence of two boundary stability
curves. The curve p= pc corresponds to the static bifurcation and the curve u= uc
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Figure 2. Stability boundaries in the parameter space for the 2-d.o.f. rigid rod model.

to the Hopf bifurcation. A third straight line, p= b, which implies an incipient
static bifurcation in the (x2, x3)-plane, is also present. Finally, the eigenvalues of
the linear part of equations (19) are sketched in the relevant regions. At the point
Qc , of co-ordinates (p= pc , u= uc ), a multiple bifurcation occurs.

By redefining mMp− pc and nMu− uc as new control parameters and applying
the MSM to equations (19), the following set of perturbation equations is
obtained:

(d2
0 +2jc d0)x1 =0
(d2

0 +v2
0 )y1 =0

, (20)

(d2
0 +2jc d0)x3 =3m2x1 −6 d0 d2x1 −6jc d2x1 − x3

1 +3x1y2
1 + 3

2h3u2
c

(d2
0 +v2

0 )y3 =3m2x1 +3n2ja d0y1 −6 d0 d2y1 +6
c3

uc
(d0y1)3 +3x2

1y1 − y3
1

. (21)

Here v2
0 = b−1, jc = js (1+ jd /ja ), dhM1/1th and d2

0M12/12t0 with h=0, 2. The
general solution of equations (20) is

x1 =A0(t2)+ c.c.
y1 =A1(t2) eiv0t0 + c.c.

, (22)

where A0 = (1/2)a0 and A1 = (1/2)a1 exp(if). By substituting equations (22) in
equations (21), zeroing the resonant terms in the resulting equations and going
back to the t scale, the following equations are obtained:

ȧ0 =
1

2jc
(ma0 − 1

6a
3
0 + 1

4a0a2
1 + 1

4hu2
c )

ȧ1 = 1
2jana1 +

3
8

c3

uc
v2

0a3
1

, (23a, b)



-     535

f� =−
1

2v0
m+

1
8v0

a2
0 +

1
16v0

a2
1 . (24)

These equations are a particular case of the normal form equations (17) and (18),
since some coefficients turn out to be identically zero. In the following the perfect
system is analyzed first, then imperfections are accounted for.

4.1.  

When h=0 equations (23) admit the trivial solution a0T = a1T =0. Non-trivial
steady state solutions, with one or two non-vanishing components are sought. If
a1 =0, equation (23b) is identically satisfied, while equation (23a) gives

a2
0B =6m. (25)

It describes the lower bifurcated branch of Augusti’s model [16]. Similarly, if
a0 =0, equation (23a) is identically satisfied, while equations (23b) and (24) yield

a2
1P =−

4
3

ucja

c3v
2
0
n, fP =−

1
2v0 0m+

1
6

ucja

c3v
2
0
n1t+f0. (26)

Equations (26) describe a periodic motion of amplitude a1P and frequency fP

subsequent to the Hopf bifurcation. Since a1 is real, solution (26) exists only for
certain ranges of the control parameters, depending on the sign of c3. For example,
if c3 Q 0, solution (26) exists only for nq 0, while, if c3 q 0, it exists only for nQ 0.
Finally, if both a0 and a1 are different from zero (mixed solution), equation (23)
gives

a2
0M =20−jauc

c3v
2
0
n+3m1, a2

1M =−
4
3

jauc

c3v
2
0
n, (27a, b)

while the corresponding fM is obtained by direct substitution of equations (27) in
equation (24). If c3 Q 0 the domain of definition of solution (27) is nq 0 and
(jauc /(=c3=v2

0 ))n+3mq 0. Since one of the two interacting modes is static, the
resultant motion is periodic. From a mechanical point of view, the mixed solution
corresponds to a periodic motion around a buckled (non-trivial) equilibrium
position.

The stability analysis of the steady state solutions leads to the results represented
in the bifurcation diagrams in Figure 3(a) (negative c3) and Figure 3(b) (positive
c3). In these figures, phase-portraits are sketched for the different regions identified
in the control parameter plane. The boundary lines for these regions are the axis
m, n and the line r0 of equation m=(jauc /3c3v

2
0 )n. It can be observed that, if c3 Q 0

(Figure 3(a)), stable periodic motions exist in region II (around the trivial
equilibrium position) and in regions III and IV (around the buckled equilibrium
position); a stable equilibrium position exists in region V. If c3 q 0 (Figure 3(b)),
stable post-critical periodic motions do not exist. The only stable equilibrium
positions are the trivial solution (regions I, V) and the buckled solution (region
IV). However, the attraction basins of these equilibrium positions do not fill the
whole phase plane.
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4.2.  

In order to evaluate the influence of the mean wind force, h$ 0 is considered
in equations (23). On inspecting equations (23), it is found that neither the trivial

Figure 3. Bifurcation diagram in the (m, n) parameter plane and phase portraits for the 2-d.o.f.
perfect (h=0) rigid model; (a) c3 Q 0, (b) c3 q 0.
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Figure 4. Bifurcation diagram in the (m, n) parameter plane and phase portraits for the 2-d.o.f.
imperfect (hq 0) rigid model (c3 Q 0).

solution (a0 = a1 =0) or the monomodal galloping (a0 =0, a1 $ 0) exist any
longer. Static solutions (a0 $ 0, a1 =0) are furnished by the equation

ma0 − 1
6a

3
0 + 3

4hu2
c =0, (28)

while mixed mode amplitudes (a0 $ 0, a1 $ 0) are a solution of

a00m−
1
3

jauc

c3v
2
0
n1− 1

6a
3
0 + 3

4hu2
c =0, (29)

with a1 still given by equation (27b). It should be noted, by comparing equations
(28) and (29), that the amplitude a1 produces an increase (decrease) in the linear
stiffness in mixed modes if c3 Q 0 (c3 q 0). The bifurcation diagram in the case
c3 Q 0 is shown in Figure 4. Boundary lines are the same as those in Figure 3(a).
From phase portraits, it is observed that imperfections destroy the symmetry with
respect to the a1-axis. Furthermore, one static solution exists for mQ 0, while three
static solutions coexist for mq 0, as is well-known from the buckling theory. In
regions II, III and IV, stable periodic motions (around non-trivial equilibrium
positions) exist. It is interesting to note that, as an effect of the interaction, a stable
periodic motion exists in region III in which a0 Q 0, although no static solutions
exist for a0 Q 0.

When c3 q 0 (diagram not plotted), the boundary lines remain the same as those
in Figure 3(b); static solutions are qualitatively the same as in case c3 Q 0, but
stable periodic motions no longer exist.
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5. CONCLUSIONS

The Multiple Scale Method (MSM) has been used for the analysis of the
post-critical behavior of non-conservative symmetric systems for which divergence
and Hopf bifurcations occur simultaneously.

1. Closed form expressions for the coefficients of the bifurcation equations of
a general system with two control and one imperfection parameters are obtained
in terms of the coefficients of the original system. For practical purposes, they can
be directly evaluated for each specific problem, without needing to repeat the
whole procedure.

2. The proposed method is simpler than the commonly used center manifold
and normal form method. Moreover, it is formally equal to the static perturbation
method, which is more familiar to mechanical and structural engineers.

3. In the MSM, non-linear amplitude and phase modulation equations
depending on the parameters m, n and h, are obtained directly in normal form.
To describe bifurcated paths as ai = ai (m, n, h), non-linear equations in the
amplitudes have to be solved. Stability analysis is then easily accomplished by
using the same modulation equations.

4. The effect of small imperfections is easily accounted for in the algorithm. The
solution is obtained as a perturbation of the solution of the perfect system.

5. The procedure was applied to an analysis of the post-critical behavior of a
simple discrete structure. The example made it possible to highlight the main
characteristics of the algorithm. However, this is believed to be a general and
powerful method, whose potential usefulness should emerge particularly when
applied to complex systems.
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APPENDIX: COEFFICIENTS IN EQUATIONS (17) AND (18)

By defining

ljm = vH
j F0

xmuj , ljn = vH
j F0

xnuj , (A1)

c000 = vT
0 F0

xxxu3
0, c111 = vT

1 F0
xxxu2

1ū1, (A2)

c110 = vT
0 F0

xxxu0u1ū1, c100 = vH
1 F0

xxxu1u2
0, c= vT

0 G0
h , (A3)

the following equalities apply in equations (17) and (18)

ajm =Re ljm , v1m =Im l1m , ajn =Re ljn , v1n =Re l1n , (A4)

R000 = 1
6c000, R111 = 1

8 Re (c111), R110 = 1
4c110, R100 = 1

2 Re (c100),

R= 2
3c, I111 = 1

8 Im (c111), I100 = 1
2 Im (c100). (A5)


