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This paper describes the results obtained from full-scale measurements of Humen bridge,
which is the second longest suspension bridge in China. A real-time kinematic (RTK) global
positioning system (GPS) has been developed and installed on the Humen bridge for on-line
monitoring of bridge deck movements. The "eld wind-induced vibration data were
measured by this monitoring system. Three system identi"cation techniques are then
adopted in the modal analysis of the wind-induced vibration response: the time}frequency
Wigner distribution (WD) technique, the frequency-domain fast Fourier transform (FFT)
technique and the time-domain auto-regressive moving average vector (ARMAV)
technique. The WD technique can recognize close modal coupling and non-stationary
response. The FFT technique can on site verify the quality of the measurements, but its
frequency resolution is low and damping estimates are unreliable. The ARMAV method
allows for gaining high-frequency resolution. However, it is strictly related to the stationary
hypothesis. It is a general conclusion that we can improve the quality of the analysis and get
more precise characteristics of the signal by these three methods. In addition, the WD
combined with ARMAV seems to be the best case in quantitative analysis of fast-changing
vibration signals.

� 2002 Elsevier Science Ltd. All rights reserved.
1. INTRODUCTION

The aim of the system identi"cation is to determine the structural modal parameters from
dynamic measurements, which are very useful in model update, damage assessment, active
control and original design reevaluation.

There are some ambient or natural excitations, such as tra$c, wind, earthquake and their
combination. Then it is very attractive to apply the system identi"cation techniques to
ambient vibration measurements. Because in this case, only response data of ambient
vibrations are measurable and the actual loading conditions are still unknown. At present,
there are several system identi"cation techniques using only the output signal.

Ibrahim [1] developed the Ibrahim time domain (ITD) identi"cation technique, which
was able to identify the vibrationmodes from the free vibration response. In order to extract
modes from ambient vibration data, Cole [2, 3] introduced the random decrement (RD)
technique to achieve free vibration data from ambient vibration data. And Huang [4]
"eld-tested the Yuan-Shan bridge and validated this technique.

The other technique is the auto-regressive moving average vector (ARMAV); it was used
to analyze the time series obtained from the output signal [5, 6]. Now this technique can be
applied to the modal identi"cation of the environment-excited real bridges, which has been
proved by Garibaldi [7].
0022-460X/02/$35.00 � 2002 Elsevier Science Ltd. All rights reserved.
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The most advanced method for ambient vibration measurement may be the stochastic
subspace identi"cation (SSI) technique, proposed by Peeters [8]. This time domain
identi"cation method can extract structural modal parameters based on the state-space
model, avoiding the in#uence of conventional manual identi"cation and iterative process.

However, it is well known that wind speed and wind-induced vibration can be reasonably
modelled as non-stationary random processes [9]. General system identi"cation
techniques, including all the above methods, are still inadequate for the detection of local
transient signal characteristics. This paper will address time}frequency WD technique to
study the non-stationary wind-induced vibration response of suspension bridge. The results
obtained by this method will be compared with those by traditional FFT and ARMAV
methods.

2. WIGNER DISTRIBUTION

Wigner distribution (WD) was originally applied in quantum physics [10]. Ville "rstly
used this technique on harmonic analysis [10] and the result carries the implications of the
instantaneous power and instantaneous frequency [11]. Later, Bonato identi"ed modal
frequencies and local equivalent viscous damping of pylon with this technique [12].

The time}frequency distribution of signal s(u) may be expressed in the following form:
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wherew (t, �) is the time}frequency distributions, s (u) is the signal under consideration, s*(u)
is the complex conjugate of the signal, t is the time, f is the frequency, � is the time lag, � is
the frequency lag, and g(�, �) is referred to as the kernel of the transform. We always
consider s (u) as the analytic signal obtained from the real recording. Equation (1) leads to
the de"nition of four di!erent domains: the temporal correlation (u, �), the spectral
correlation (�, f ), the ambiguity (�, �), and the time}frequency (u, f ).

The most popular transform is the Wigner}Ville transform that can be derived from the
general formula given in equation (1) with g(�, �)"1. The Wigner}Ville transform is
generally satisfactory when applied to deterministic signals constituted by
a single-frequency component. On the contrary, it is not well suited for being applied to
multi-frequency component signals, since the bilinearity of the transform induces the
presence of interference terms [13]. These interference terms may not be easily distinguished
from authentic signal components, thus making it di$cult the interpretation of
distributions obtained from multi-component signals.

In order to eliminate the cross-term interference, Choi and Williams [14] introduced the
exponential kernel in equation (1) given by

g(�, �)"e�������, (2)

where � is the attenuate coe$cient. The kernel is de"ned in the �, � plane, which is referred
to as ambiguity plane. In this domain, the kernel of the transform is multiplied by the
ambiguity function, thus obtaining the characteristic function
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If we take � to be large, then the kernel approaches one and the Choi}Williams distribution
approaches the Wigner distribution. For small values of �, the e!ect of the multiplication is
to preserve the ambiguity function close to the axes of the �, � plane while attenuating the
components apart from the axes. Since in multi-component signals the authentic terms are
generally close to the axes of the ambiguity plane while the interference terms are scattered
away from them, the resulting characteristic function may suppress the interference terms
without markedly a!ecting the signal components.

3. ARMAV TECHNIQUE

For a linear multi-degree-of-freedom (m.d.o.f.) mechanical system with a second order
di!erential equation

MXG #CX� #KX"� (t), (4)

where M, C and K are the system mass, damping and sti!ness matrices (n�n), respectively,
X is the (n�1) vector of displacement responses and �(t) is the (n�1) unmeasured excitation
vector. The observation equation is given by

Y"LX, (5)

where Y is the (m�1) output observation vector, and matrix L (m�n) speci"es which d.o.f.s
of the system are observed.

The modal characteristics of this system � and the modal shapes or eigenvectors �� are
the solutions of the following equations:

(M��#C�#K)��"0, ��"L�� . (6, 7)

The state-space model of this mechanical system can be given by equations (8) and (9):

Z� "AZ#B�(t), Y"HZ, (8, 9)

where Z is the 2n-dimensional state vector, de"ned as

Z"�
X
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and A, B, H are (2n�2n), (2n�n), (m�2n) matrices, respectively,
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After sampling with frequency f and transformation of the 2n "rst order di!erential
equations (8) into a discrete-time equation, we obtain the following discrete-time state-space
model and the discrete-time observation equation [15]:
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where v
�
represents the unobserved state vector of dimension 2n; F"e��� is the (2n�2n)

discrete-time state-space matrix or discrete-time transition matrix and 	
�
is given by
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The state-space innovation model in equation (12) and observation equation (13) constitute
a suitable representation for the synthesis of regularly sampled randomly excited vibrating
systems. The modal characteristics de"ned in equations (6) and (7) can be equivalently
found in the eigenstructure (
, ��) of the transition matrix F:
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Our objective is to "nd the modal parameters from multiple output data y
�
only. At this

part our interest is focused on the mixed vector (or multivariate) auto-regressive moving
average representation for the �y

�
� process. For the m-dimension stationary processes y

�
,

the ARMAV (p, q) model can be represented as follows [16]:
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The above model assumes that the output is a weighted average of the preceding q input

terms*a moving average*and the previous p output terms*an auto-regressive average.
Lutkepohl [17], Akaike [18] and Reinsel [19] had studied how to get the coe$cients A[k]
from y

�
.

The companion matrix B (mp�mp) based on the coe$cients A[k] can be obtained as
follows:
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From the companion matrix, the eigenvalues 
 and the eigenvectors �� can be obtained. So
from equation (15), complex eigenvalues �, de"ning the natural frequencies and modal
damping factors, and the modal shapes �� can also be acquired.

4. CASE STUDY

4.1. THE HUMAN BRIDGE MONITORING SYSTEM

The Humen bridge, a six-lane highway suspension bridge, lies at the Zhujiang Delta in
Guangdong province, China, and spans the mouth of Zhujiang River. It has a main span of
888m, and a total length of 15)762km. This bridge has important structural features: the
streamlined, low-drag, closed box-girder steel decks exhibit negative lift in wind conditions
[20]. This means that the cross-section of the bridge is an inverted airfoil. Hence, as the



Figure 1. The Humen bridge on-line RTK-GPS monitoring system.
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wind force increases, the bridge deck is forced downward as it is also twisted. The Humen
bridge is located in a subtropical}tropical area, and is subject to strong typhoons every
summer. On one occasion, tens of vehicles stopped on the central span of the bridge because
drivers were too afraid to drive forward because of the high-amplitude vibration of the
bridge in the strong wind.

For safety reasons, a global positioning system (GPS) monitoring system was designed
and installed on the Humen bridge to provide long-term and real-time measurement of
bridge movement. The Humen bridge monitoring system [21] consists of a real-time
kinematic (RTK) reference station, a total of 12 GPS monitoring stations, an optical "bre
communication system (instead of a radio communication system [22], in which signal loss
may occur under certain circumstances) and a control centre. A detailed drawing of the
system is shown in Figure 1.

The GPS reference station, equipped with a double-frequency GPS receiver, is located on
the top of the building of the control centre whose 3-D coordinate had been previously
determined by conventional static GPS methods. It is located in an open space away from
the in#uence of radio stations, and within 300m of the bridge. The reference station
refreshes the RTK correction messages for the GPSmonitoring stations with a frequency of
1Hz via the optical "bre communication system. Twelve GPS monitoring stations were
"xed to the main span of the bridge with 10 on both sides of the bridge deck (1/2, 1/4 and 1/8
spans) and two on the bridge towers (see Figure 2). The "xings did not allow any relative
movement of the GPS monitoring stations and the bridge structure. (Note: in the "rst stage,
only seven GPS monitoring stations were installed. These are numbered from 1 to 7 as
shown in Figure 2).

An optical "bre communication network was installed to transmit RTK signals to avoid
potential signal loss caused by large vehicles blocking GPS signal paths. The optical "bre
communication network uses two-way transmission links between the control centre,
reference station and the monitoring stations. The control centre consists of an operation
server, several analysis workstations and an industrial communication PC that is used for
communication between the control centre and GPS monitoring stations. The operation



Figure 2. Locations of GPS monitoring stations on the bridge.
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server is used for system control, administration and data processing. The analysis
workstations are used for GPS monitoring, information analysis and graphic
presentation.

The resolution (i.e., potential accuracy) of the RTK GPS technique over short distances
and under low dynamics was determined through a zero-baseline test. The zero-baseline
test consisted of two Dassoalt}Sercel dual-frequency GPS receivers attached to a single
GPS antenna, receiving the same signals from the GPS satellites. The data collected were
mixed with that generated by the receivers' own oscillators, and then processed using the
Sercel RTK software. Because of the cancellation of many of the systematic errors,
a zero-baseline test gives an indication of the resolutions of the measurement system, and
hence of the accuracy which can ultimately be achievable. The results show that the system
has a resolution of $5mm horizontally and $10mm in height.

This technique has several advantages: the monitoring stations can RTK orient only if
they receive the di!erence signal from "ve or more GPS satellite and base station. As
a result the data of these remote stations are synchronous and real time; the resolution of
the changes in distance is 10mm and the sampling rate is 5Hz. The 3-D data can be passed
to monitoring centre directly for safe analysis.

4.2. WIND-INDUCED VIBRATIONS

During the passage of a typhoon from 8 a.m. to 20 p.m. on 17 July 2000, "eld data of 12 h
were recorded. The lateral, vertical and torsion time plots corresponding to the maximum
wind speed are shown in Figures 3}5. Figure 6 shows the maximum wind speed time
histories of the 20min record with a sampling period of 2)5min.

It can be seen that the peak vertical displacement at quarter-span is much larger than the
displacement at the mid-span. But the peak torsional response at quarter-span is much
smaller than the response at the mid-span. This phenomenon is probably due to the fact
that the "rst vibration mode has the greatest contribution to structural response. For
Humen bridge, the "rst vertical vibration mode shape is antisymmetrical and the
"rst rotational vibration mode shape is symmetrical [23]. Therefore, the maximal
vertical response occurs at quarter-span while the maximal rotational response occurs at
mid-span [20].



Figure 3. The wind-induced lateral displacement response of bridge. **, half; } } } }, quarter.

Figure 4. The wind-induced vertical displacement response of bridge. } } } }, half; **, quarter.

Figure 5. The wind-induced torsion displacement response of bridge. **, half; } } } }, quarter.
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5. SYSTEM IDENTIFICATION

5.1. PRE-PROCESSING

Pre-processing is the data treatment before system identi"cation and the result highly
in#uences the identi"cation e!ect. The following possibilities are included:
Decimate: The data are low-pass "ltered and decimated so that the identi"cation can

concentrate on a limited frequency band.



Figure 6. Time histories of wind speed.

Figure 7. Scalogram of the displacement responses of the bridge in the lateral directions.
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Detrend: The best straight-line "t is removed from the data. The treatment enables the
removal of the DC-components that can badly in#uence the identi"cation results.
De-noise: The useful information re#ecting the structural condition is extract from the

highly noised signal.

5.2. WD ANALYSIS

In the phase plane, formed by time and frequency, the frequencies can be displayed on
a two-dimensional time}frequency plane that is called a scalogram. It is possible to identify
the energy content of the signal at di!erent frequencies when the time is given. This
scalogram is di!erent from the short-time FFT (STFT), because STFT is essentially
applying FFT with a short moving time window repeatedly to a long time series to obtain
its time}frequency representation. To represent the signal with more detail in the time
domain, we have to make the time window smaller. If the sampling rate of the signal
remains the same, the method of choosing a smaller time window makes the frequency
resolution worse. So good resolutions both in the time and frequency domains cannot be
achieved at the same time.

Figures 7}9 are the scalograms of the responses of the bridge in the lateral, vertical and
torsion directions respectively. This scalogram gives energy content in the time}frequency



Figure 8. Scalogram of the displacement responses of the bridge in the vertical directions.

Figure 9. Scalogram of the torsion responses of the bridge.
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domain, where the band indicates the relative contributions of di!erent sway modes. It is
clearly found that in these three scalograms, the overall lateral response of the bridge is
dominated by frequency 0)095, which corresponds to the "rst lateral sway mode. At the
same times the overall vertical response of the bridge is dominated by frequency 0)134,
which corresponds to the "rst vertical sway mode. To the overall torsion response, the
scalogram is dominated by frequency 0)446, which corresponds to the "rst torsion sway
mode. But in torsion scalogram, the "rst lateral sway frequency 0)095 is also clear, which
can be attributed to the coupling e!ect between the lateral and torsion.

It also can be seen in Figures 7}9 that the dark frequency is not uniform along the time
axis and the non-stationary of the displacement response was veri"ed. This illustrates the
transient characteristics of the energy content along the time axis. Therefore, theWD brings
out the transient characteristics of the wind-induced vibration of the bridge.

5.3. ARMAV AND FFT MODAL ANALYSIS

ARMAV time-domain modal analysis technique and FFT frequency modal analysis
technique are also applied to extract the modal parameters of the Humen bridge in order to



TABLE 1

Comparison of the modal results

ARMAV FFT

Mode Freq. (Hz) Damping (%) Freq. (Hz) Damping (%)

1 0)095 2)48 0)094 2)71
2 0)134 1)32 0)134 1)54
3 0)170 0)88 0)168 0)67
4 0)225 0)71 0)229 0)75
5 0)277 0)68 0)277 0)63
6 0)368 0)52 0)365 0)43
7 0)447 0)44 0)442 0)35
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compare the three di!erent modal identi"cation techniques. Part three shows the ARMAV
modal identi"cation process, as for the FFT, the natural frequencies are simply determined
by picking the peaks on the graphs of the averaged normalized power spectral densities
(ANPSD), which are basically obtained by FFT. The components of the mode shapes are
determined by the values of the transfer functions at the natural frequencies. Transfer
functions are de"ned as follows:
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is the power spectral
densities of GPS monitoring station p. The results are show in Table 1.

Totally, seven modes were extracted by these two methods. The frequencies of the seven
modes are less than 0)5 Hz, much lower than the GPS sampling rate, implying that no
severe frequencies confusion can occur. The damping ratios obtained from the experiments
methods are usually lower than 1%, validating that under elastic small displacement, the
damping ratios of steel suspension bridge are really low [24].

6. CONCLUSIONS

Three signal analysis techniques were applied to obtain modal parameters from the same
wind-induced response. All the three methods can identify the "rst lateral, vertical and
torsion modes. The WD technique, as a time}frequency approaching structural
identi"cation, has the following three advantages. Firstly, a close modal coupling can be
recognized due to the di!erent energy content ratio of coupled modes along the time axis.
Secondly, non-stationary can be revealed by the scalograms. Finally, the frequency peak
values deviate from constant value along the time axis when non-stationary displacement
responses arise. From the scalograms the frequency change with the wind speed can also be
observed. This technique seems to be the best for quantitative study of fast-changing
transient signals.
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The FFT technique is a frequency-domain approach to structural identi"cation.
This identi"cation process is so fast that it can be used on site to verify the quality
of the measurements. But its frequency resolution is low and damping estimates are
unreliable.

Time-domain analysis based on ARMAV models allows for gaining high-frequency
resolution. But it is strictly related to the stationary hypothesis.

It is a general conclusion that these three techniques will improve the quality of the
analysis by providing more aspects to look at the characteristics of the signal. FFT
technique can be used for on-line health monitoring, while theWD combined with ARMAV
seems to be the best case in quantitative analysis of fast-changing vibration signals.
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