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It is well known that the presence of non-linearities may signi"cantly a!ect the aeroelastic
response of an aerospace vehicle structure. In this paper, the aeroelastic behaviour at high
Mach numbers of an all-moving control surface with a non-linearity in the root support is
investigated. Very often, a stable equilibrium point, corresponding to zero displacement of
the structure, together with an unstable limit cycle arising from a sub-critical Hopf
bifurcation results from the presence of the non-linearity. The stable equilibrium point will
then possess a domain of attraction. In this paper, this situation is investigated by "rst
applying the averaging method to obtain a new set of aeroelastic equations in which the limit
cycle is replaced by an unstable equilibrium point. A fourth order power series
approximation to the stable manifold in the neighbourhood of this equilibrium point is then
determined. From the stable manifold, predictions of the domain of attraction of the stable
equilibrium point may then be made. The method is applied to two examples in which the
non-linearity in the root support was due to either a cubic hardening restoring moment or
the presence of freeplay. The approximation to the stable manifold was su$cient to enable
signi"cant information about the domain of attraction of the stable equilibrium point of the
control surface to be obtained; agreement with predictions from numerical integration of the
aeroelastic equations in the time domain was shown to be generally good in the cases
considered, though outside the region of validity of the stable manifold expansion,
discrepancies will occur. The averagingmethod was shown to be su$ciently accurate for this
analysis even when the non-linearities could not be considered as weak.

� 2002 Elsevier Science Ltd. All rights reserved.
1. INTRODUCTION

In carrying out aeroelastic analysis for an aircraft or missile, the structure, aerodynamics
and controls (if considered) are generally modelled with the assumption of linearity.
A major objective of the analysis is to determine a #utter boundary in terms of #ight speed
and various design parameters. In practice, non-linearities may be present that are capable
of signi"cantly a!ecting aeroelastic behaviour. Typical phenomena resulting from the
presence of non-linearities include the onset of stable limit cycle oscillations through
a super-critical Hopf bifurcation beyond the #utter boundary determined by linear theory,
or the existence of unstable limit cycles within the linear #utter boundary associated with
a sub-critical Hopf bifurcation. In the former case, the e!ect of the non-linearity may be
regarded as bene"cial if the limit cycle oscillations are small, whereas in the latter case, the
non-linearities could lead to the possibility of divergent oscillations occurring within the
022-460X/02/$30.00 � 2002 Elsevier Science Ltd. All rights reserved.
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linear #utter boundary as the equilibrium point of the system will possess some domain of
attraction. It is this situation that is considered in this paper.

One approach to carrying out a theoretical study of non-linear aeroelastic behaviour is to
perform the analysis in the time domain. However, a drawback with this is that though it
can yield a complete picture of system behaviour for a particular set of initial conditions, it
may be ine$cient in providing an overall picture of system characteristics even for a single
set of system parameters. In aeroelastic studies carried out during development of an
aerospace vehicle, it is necessary to consider a wide range of #ight conditions and design
parameters, and thus there is a strong motivation to apply or develop alternative analysis
techniques. Amongst these are averaging methods in which non-linearities are replaced by
&&equivalent'' sti!nesses or dampings. These are attractive as they enable linear analysis
techniques to be applied [1}9]. Perturbation methods have also been applied in the "eld of
non-linear aeroelasticity; for example, Morino [10] performed a perturbation analysis of
a non-linear panel #utter problem by means of the method of multiple time scales. A wide
range of bifurcational behaviour may be encountered in non-linear aeroelastic systems, and
a number of investigations have demonstrated this both theoretically and experimentally
[11}16]. Consequently, the application of non-linear dynamical systems theory in the "eld
of aeroelasticity is of great interest. Holmes [17] investigated panel #utter in terms of the
bifurcations that are possible as in-plane load and air speed are varied, while Anderson [18]
employed generic modelling to interpret observed non-linear transonic aeroelastic
behaviour and to suggest the existence of new phenomena not previously encountered in
computational studies. Smetlova and Dowell [13] studied the conditions necessary for
chaotic motion of a buckled plate with external excitation in an aerodynamic #ow. Centre
manifold theory has been used to predict limit cycle oscillations in non-linear aeroelastic
systems. Examples of this approach include Grzedzinski [19], Liu et al. [20] and Sedaghat
et al. [21].

Many applications of the analysis techniques discussed above have been concerned with
the investigation of possible limit cycles of non-linear aeroelastic systems. This paper
considers an all-moving control surface #ying under conditions where it possesses a stable
equilibrium point O corresponding to zero structural displacement together with an
unstable limit cycle, and is concerned with determining the resulting domain of attraction of
O, and thus focuses on a slightly di!erent aspect of the non-linear behaviour of aeroelastic
systems. This is achieved through "rst applying the method of averaging to the aeroelastic
equations. This reduces the number of degrees of freedom by one and also replaces the
unstable limit cycle by a non-zero unstable equilibrium point in the averaged system of
equations. The domain of attraction of the equilibrium point at O is then investigated
through obtaining an approximation to the stable manifold of this unstable equilibrium
point.

The use of the method of averaging in domain of stability estimation has been
considered by Gilsinn [22], while the theoretical basis for the use of stable manifold analysis
in the determination of a stability domain has been examined by Chiang et al. [23], who
prove that for a fairly large class of autonomous non-linear systems, the stability boundary
of a stable equilibrium point may be shown to consist of the stable manifolds of all
equilibrium points and/or closed orbits on the stability boundary. The computation of the
required stable manifolds is also discussed, though primarily for the case of planar systems.
Venkatasubramanian and Ji [24] discuss numerical approximations to stable manifolds in
large systems and show how the quadratic component of the stable manifold of an
equilibrium point may be readily determined. In order to obtain a representation of the
stability domain of the stable equilibrium point in a larger neighbourhood, higher terms are
required. For the aeroelastic system considered in this paper, stable manifold computations
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are carried out up to fourth order. The accuracy of this approximation to the stable
manifold is then assessed by comparing the stability domain predictions it produces with
results from integration of the aeroelastic equations in the time domain.

The layout of this paper is as follows. Section 2 brie#y discusses the derivation of the
aeroelastic equations for the all-moving control surface in high-speed supersonic #ow. In
section 3, the averaged form of the equations is obtained. Section 4 describes the
approximation to the stable manifold of the unstable equilibrium point in the averaged set
of equations corresponding to the unstable limit cycle of the original system, and also
discusses the background to this approach to stability domain analysis. Section 5 presents
results from this procedure and comparisons are made with predictions of the domain of
attraction of the stable equilibrium point O obtained by numerical integration of the
aeroelastic equations in their original form. Two examples of a non-linearity in the torsional
degree of freedom of the root support of the control surface are considered; "rstly, the case
of a cubic hardening restoring moment is investigated, after which a freeplay non-linearity is
analyzed. Concluding remarks are then given in section 6.

2. AEROELASTIC EQUATIONS

In this section, the form of the aeroelastic equations for an all-moving control surface
with a single root support in a uniform supersonic #ow is discussed. It is assumed that the
control surface structure deforms linearly, and that the root support force-de#ection
characteristics are linear in bending but non-linear in torsion. The control surface is
assumed to be performing small oscillations about a mean incidence angle of zero. The
equations of motion for the control surface subjected to a set of external forces are "rst
derived. These external forces comprise the aerodynamic loads obtained using third order
piston theory [25] and the non-linear torsional moment about the control surface hinge line
due to the root support.

The undisplaced control surface is illustrated in Figure 1. Fixed cartesian axes are de"ned
with the origin P being the point where the root support is located. Control surface
chordwise sections are assumed to be symmetrical, with the x-axis taken to be along the
root chord line of symmetry with the positive direction towards the trailing edge; the y-axis
is then the hinge line for the undeformed control surface, for which the x}y plane is a plane
of symmetry. If the control surface is modelled as a plate structure, then its deformationmay
be de"ned in terms of vertical displacements of the mid-surface and rotations about the x-
and y-axis. The control surface root chord is assumed to be unconstrained except at the root
support P where bending and torsional rotations may occur, but no translational
displacements are permitted. Modes and frequencies for the control surface are then
determined for a given bending sti!ness and an assumed linear torsional sti!ness of the root
support. Let the control surface modes be ��

�
(x, y), ��

�
(x, y),

2
and let the associated natural

frequencies be ��
�
, ��

�
,
2

. The generalized masses and sti!nesses of the control surface may
then be evaluated and are denoted by a�

�
, a�

�
,
2

and e�
�
, e�

�
,
2

respectively.
Suppose now that the control surface is subject to external forces through aerodynamic

loadings and torsional reaction loads due to the non-linearity in the root support. Then the
equations of motion for the control surface may be obtained in the form

a�
�
X$

�
#�

�

d�
��
XQ

�
#e�

�
X

�
"Q

��
#Q

��
(1)

for i "1, 2, 3,
2

where d�
��
denotes a structural damping coe$cient and X

�
, X

�
,
2

are
generalized co-ordinates de"ning the control surface motion in terms of the modes ��

�
(x, y),
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Figure 1. Lifting surface and axis system.
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��
�
(x, y),

2
Q

��
is the ith generalized force due to the torsional reaction loads exerted on the

control surface by the non-linearity in the root support and Q
��

is the ith generalized force
due to the aerodynamic loads.

LetM
�
be the torsional moment acting on the control surface due to the non-linearity in

the root support. Assuming that this is a non-linear function of the control surface root
torsional angle �

�
and angular rate �Q

�
, Q

��
is given by

Q
��

"M
�
(�

�
, �Q

�
)��

���
, (2)

where ��
���

is the torsional rotation of the control surface at the root for the ith mode so
that �

�
may be written:

�
�
"�

�

��
���
X

�
. (3)

In this investigation, the aerodynamic loadings on the control surface are evaluated using
third order piston theory [25] applied as strip theory so that the control surface is divided
spanwise into a series of aerofoils undergoing heaving and pitching motions for which the
lift and pitching moment may readily be determined. This approach is justi"able so long as
the control surface does not have a very low aspect ratio or where signi"cant chordwise
deformations occur. Piston theory aerodynamics is applied at high supersonic speeds
typically corresponding to Mach numbers between 2)5 and 7)0. The key assumption in
piston theory is that the local pressure on an aerofoil surface is related to the normal
component of the local #uid velocity in the same manner that the pressure on a piston in
a #uid-"lled tube is related to the velocity of the piston. In the form of the theory used for
the present study, the pressure at a point on the "n surface is given by

p!p
�

"�
�
a�
��

w

a
�

#

1

4
(�#1)�

w

a
�
�
�
#

1

12
(�#1)�

w

a
�
�
�

� , (4)

where w is the local downwash for the moving lifting surface, �
�

is the free stream density,
a
�

the freestream speed of sound, p
�

freestream pressure and � the ratio of speci"c heats. In
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Figure 2. Notation for analysis of an aerofoil section.
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general, the downwash may be written as a sum of steady state contributions due to
thickness and mean angle of attack of the lifting surface together with unsteady
contributions arising from its motion. In this study, a zero mean incidence is assumed, and
only terms linear in unsteady displacements are retained.

Consider now the symmetric aerofoil section shown in Figure 2, having semi-chord b
�
. In

the undisturbed position, it lies with its line of symmetry along the O
�
x
�
-axis of

a co-ordinate system where x
�
, y

�
, z

�
are non-dimensionalized with respect to 2b

�
, with the

leading edge a distance x
��

forward of the origin O
�
. The aerofoil thickness distribution,

non-dimensionalized with respect to 2b
�
, is given by �

�
(x

�
). The aerofoil lies in a uniform

#ow with velocity ;
�

and undergoes heaving and pitching motions h
�
and �

�
as de"ned in

Figure 2. Thus, the downwash on the aerofoil is given by

w

;
�

"$�
h�
�
;

�

#�
�
#

2b
�

;
�

(x
�
!x

��
) �Q

��#

1

2

d�
�

dx
�

, (5)

where the minus sign applies to the upper surface and the plus sign to the lower surface of
the aerofoil. Substituting equation (5) into equation (4) will then enable the pressure
di!erence between the upper and lower aerofoil surfaces to be obtained. The force per unit
span ¸

�
and the pitching momentM

�
about O

�
de"ned in the sense shown in Figure 2 may

then be obtained. Given these, the aerodynamic loading on the lifting surface may now be
determined by strip theory. Let the lifting surface be divided up into strips, capable of
vertical translation and pitch rotation due to its elastic deformation as shown in Figure 3.
h
�
and �

�
are now the displacement and pitch rotation of the sth strip as shown. The average

distance of the leading edge of the sth strip from the y
�
-axis is 2b

�
x
��
. Let b be the length of

the root semi-chord. ¸
�
and M

�
are then given by

¸
�
"!4�

�
b;�

��
�
��

;
�
M

�

hQ
�
#

�
��

M
�

�
�
#

�
��

;
�
M

�

�Q
�� ,

M
�
"!4�

�
b;�

��
	
��

;
�
M

�
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�
#

	
��

M
�

�
�
#

	
��

;
�
M

�

�Q
�� ,

(6)
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where

�
��

"�
��

"

b
�
b �1#
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�
I
��� ,

�
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"
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b �
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(7)

and I
��
, I

��
, I

��
, I

��
and I

��
are functions of thickness distribution and are given by
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1
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�
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�
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�
�
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�
,

(8)

where it is assumed that the leading and trailing edge thicknesses are zero so that
�
�
(0)"�

�
(1)"0. Denote by ��

��
and ��

���
the ith modal displacement and rotation of the sth

strip. Then h
�
and �

�
may be written in terms of generalized displacements as

h
�
"!�

�

��
��
X

�
,

�
�
"�

�

��
���
X

�
.

(9)

The virtual work per unit span on the sth strip by the aerodynamic forces in producing
a translation 
h

�
and pitch rotation 
�

�
as a result of increments 
X

�
, 
X

�
,2 in the
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generalized displacements may then be determined, from which the generalized
aerodynamic force for the sth strip, Q�

��
, can be found from

Q�
��
"�h(M

�
��
���

!¸
�
��
��
), (10)

where �h is the strip width. Making use of equations (6)}(9) in equation (10) then leads to
the following expression for Q�

��
:

Q�
��
"!4�

�
;�

�
b�h �

�
�
A�

��
M

�

X
�
#

B�
��

M
�
;

�

XQ
�� , (11)

where A�
��
and B�

��
are given by

A�
��
"	

��
��

���
��
���

!�
��

��
��
��
���

,

B�
��
"!	

��
��
���

��
���

!	
��

��
��
��
���

#�
��

��
��
��
��
#�

��
��
���

��
��
.

(12)

The ith generalized force for the overall aerodynamic loading on the lifting surface is then
obtained by summing the contributions for all strips. Thus writing

R
��
"�h �

�

A�
��
, I

��
"�h �

�

B�
��

(13)

enables the generalized force Q
��

due to the aerodynamic forces to be written in terms of
the generalized displacements X

�
, X

�
, X

�
,
2

in the following way:

Q
��

"!4�
�
;�

�
b�

�
�
R

��
M

�

X
�
#

I
��

M
�
;

�

XQ
�� . (14)

Combining equations (1), (2) and (14) then yields the aeroelastic equations in the form:

XG #GX� #HX#� f (rTX, rTX� ) s"0, (15)

where X is the column vector of the generalized co-ordinates X
�
, X

�
,
2

, � is a parameter
governing the strength of the non-linearity. G and H are damping and sti!ness matrices
whose elements are given by

G
��
"

d�
��
a�
�

�
��
#

4�
�
b;�

�
I
��

M
�
;

�
a�
�

,

H
��
"

e�
�
a�
�

�
��
#

4�
�
b;�

�
R

��
M

�
a�
�

(16)

and r, s are column vectors whose elements are given by

r
�
"��

���
, s

�
"

��
���
a�
�

(17)

so that

�
�
"rTX; � f (rTX, rTX� )"!M

�
(�

�
, �Q

�
). (18)

These aeroelastic equations will be solved numerically in the time domain and also using
the averaging method as described in section 3.

3. APPLICATION OF THE METHOD OF AVERAGING

In this section, the application of the method of averaging to the analysis of equation (15)
is described. It will now be assumed that the motion of the control surface is described by
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the lowest two modes of the structure only, so that the aeroelastic equations become
a two-degree-of-freedom second order system. In the linear case, the #utter behaviour of
a lifting surface alonemay frequently be determined with acceptable accuracy by an analysis
involving only these modes, particularly in the case where one mode involves
predominantly bending and the other involves mostly torsion. In this investigation, the
form of the aeroelastic equations used in the non-linear analysis has therefore been kept as
simple as possible, with the potential e!ect of higher modes on the stability domain analysis
lying outside the scope of this study. Equation (15) may now be written as a
four-degree-of-freedom "rst order system as follows:

U� �
X�

Y� �"V� �
X

Y�!��
0

s � f, (19)

where

U� "�
!H 0

0 I� , V� "�
0 !H

!H G� . (20)

I denotes the (2�2) identity matrix and Y"X� . Let N� and M� denote the left- and right-hand
modal matrices that would arise in the eigenvalue problem that would occur when solving
equation (19) for f"0. These will then have the form

M� "�
M M*

M� M*�*� ; N� "�
N �N

N* N*�*� , (21)

where �"diag
	
�
, 	

�
� with 	

�
, 	

�
being the eigenvalues and * denoting the complex

conjugate. In this study, it is assumed that in the linearized aeroelastic equations considered
	
�
, 	

�
will always possess both non-zero real and imaginary parts. Now de"ne co-ordinates

Q
�
, Q

�
, Q

�
, Q

�
by the linear transformation

�
X

Y�"�
Re(M)!Im(M) Re(M)#Im(M)

Re(M�)!Im(M�) Re(M�)#Im(M�)� �
Q

�
Q

�
Q

�
Q

�
� . (22)

With this transformation, equations (19) may now be written:

�
QQ

�
QQ

�
QQ

�
QQ

�
�"�

�
�

0 �
�

0

0 �
�

0 �
�

!�
�

0 �
�

0

0 !�
�

0 �
�
� �
Q

�
Q

�
Q

�
Q

�
�!� �

Re(�
�
)#Im(�

�
)

Re(�
�
)#Im(�

�
)

Re(�
�
)!Im(�

�
)

Re(�
�
)!Im(�

�
)� f, (23)

where �
�
, �

�
are de"ned by (�

�
, �

�
)�"�"�Ns and 	

	
"�

	
#i�

	
. It should be noted that

�
�
and �

�
are the frequencies of the aeroelastic modes and are distinct from the lifting

surface structure natural frequencies ��
�
and ��

�
. The method of averaging assumes that the

non-linearities in the system result in an oscillatory solution with slowly varying amplitude
and phase. Let the displacements Q

�
, Q

�
, Q

�
, Q

�
now be transformed into a new set of
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displacements a
�
, a

�
, a

�
, a

�
by

�
Q

�
Q

�
Q

�
Q

�
�"�

sin�
�
t 0 cos�

�
t 0

0 sin�
�
t 0 cos�

�
t
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�
t 0 !sin�

�
t 0

0 cos�
�
t 0 !sin�

�
t� �

a
�
a
�
a
�
a
�
� , (24)

where a
�
, a

�
, a

�
, a

�
will be assumed to be slowly varying. In terms of these new

displacements, equations (23) may now be written:

�
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�
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�
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�
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�
�"�

�
�
a
�

�
�
a
�

�
�
a
�

�
�
a
�
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�
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�
t
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�
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�
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0 cos�
�
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�
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�
�


#�
��

�
�


#�
��

�
�


!�
��

�
�


!�
��
� f, (25)

where �
�


"Re(�
�
), �

��
"Im(�

�
). Let the following transformation now be applied:

a
�
"A

�
cos�

�
, a

�
"A

�
cos�

�
, a

�
"A

�
sin�

�
, a

�
"A

�
sin�

�
. (26)

Equations (25) may now be transformed into the following form:

�
AQ

�
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�
A

�
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�
!�

�
A

�
A

�
�Q
�

A
�
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�
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�
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�
�


sin (�
�
t#�

�
#�/4)!�

��
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�
t#�

�
#�/4)

�
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�
t#�
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�
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�
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�
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�
t#�

�
#�/4)#�
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�
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�
#�/4)� f . (27)

The arguments of the function f are rTX and rTX� . In terms of the variables A
�
, A

�
, �

�
, �

�
,

rTX may be written:

rTX"�2 
A
�
rTRe(M1) sin(��

t#�
�
#�/4)#A

�
rT Im(M1) cos(��

t#�
�
#�/4)

#A
�
rT Re(M2) sin(��

t#�
�
#�/4)#A

�
rTIm(M2) cos(��
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�
#�/4)�,

(28)

where Mi denotes the ith column of M. Now de"ne �
�
"�

�
t#�

�
#�/4 and

�
�
"�

�
t#�

�
#�/4. Then the "nal form of the transformed equations is
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�
�


sin�
�
!�

��
cos�

�
�
�


sin�
�
!�

��
cos�

�
�
�


cos�
�
#�

��
sin�

�
�
�


cos�
�
#�

��
sin�

�
� f (29)

and

rTX"�2
A
�
rTRe(M1) sin�

�
#A

�
rT Im(M1) cos�

�
#A

�
rTRe(M2) sin�

�
#A

�
rT Im(M2) cos�

�
�.

(30)

The right-hand side of equation (29) may now in principle be expanded to give a term
independent of �

�
and �

�
which will be slowly varying together with terms containing

cos(n�
�
$m�

�
) and sin(n�

�
$m�

�
). For the aeroelastic problem considered, it will be the

case that � !� is small, and hence can be taken to be O(�), so that it is possible to write

� �
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�
�
"�

�
#� where now � will be slowly varying. This is because the non-linear behaviour

studied is closely associated with #utter of the linear system, and the onset of #utter is linked
with the phenomenon of frequency coalescence. In addition, the aerodynamic damping will
be light so that �

�
and �

�
will turn out to be small. Taking these factors into account,

averaging is now carried out with respect to the remaining fast varying variable �
�
by

integrating equations (29) with respect to �
�
from 0 to 2� to give

AQ
�
"�

�
A

�
!

��2

2� �
��

�

(�
�


sin�
�
!�

��
cos�

�
) f d�

�
,

AQ
�
"�

�
A

�
!

��2

2� �
��

�

(�
�


sin (�#�
�
)!�

��
cos (�#�

�
)) f d�

�
,

�Q "�
�
!�

�
!

��2

2�A
�
�

��

�

(�
�


cos(�#�
�
)#�

��
sin(�#�

�
)) f d�

�

#

��2

2�A
�
�

��

�

(�
�


cos�
�
#�

��
sin�

�
) f d�

�
. (31)

Equations (15) and (29) have now been reduced to a three-degree-of-freedom system in the
variables A

�
, A

�
and �. The equilibrium point Q

�
"Q

�
"Q

�
"Q

�
"0 in equations (19)

will become A
�
"A

�
"0, �"(�

�
!�

�
) t#�

�
in equations (31). A limit cycle in equations

(15) and (19) will become an equilibrium point (A�
�
, A�

�
, �� ) in equations (31).

4. DETERMINATION OF THE STABLE MANIFOLD

The problem analyzed in this study is that of estimating the domain of attraction of the
zero-displacement stable equilibrium point of the control surface that typically arises
following a sub-critical Hopf bifurcation. Let this equilibrium point be denoted by O. The
method of averaging has been applied to the aeroelastic equations to produce
a three-degree-of-freedom system in which the unstable limit cycle corresponds to an
unstable equilibrium point. It may then be anticipated that the stable manifold of this "xed
point (A�

�
, A�

�
, ��) in the averaged system will approximate the stable manifold of the

unstable limit cycle in the aeroelastic equations. The approach to predicting the domain of
attraction of the stable equilibrium point O makes use of the work of Chiang et al. [23].
They showed that under certain conditions, the stability boundary of O is composed of the
stable manifolds of all the critical elements (equilibrium points or closed orbits) on the
stability boundary. These conditions are: (1) all the critical elements on the stability
boundary are hyperbolic*a generic property of continuous dynamic systems; (2) the stable
and unstable manifolds of critical elements on the stability boundary satisfy the
transversality condition*again a generic property though not easy to check [23]; (3) every
trajectory on the stability boundary approaches one of the critical elements as tPR.
Assumption (3) is not a generic property [23]. For the case of systems with only equilibrium
points on the stability boundary, the third assumption may be veri"ed by use of a number of
results based on the introduction of a function resembling a Lyapunov function. Identifying
a suitable function for high order systems may not be easy; furthermore, for systems with
closed orbits on the stability boundary, the situation appears to be even more di$cult.
However, even if Assumption (3) is not presumed to hold, it may be shown that if the
intersection of the stability domain of O and its closure with the unstable manifold of an
unstable equilibrium point or closed orbit is non-empty, then that unstable equilibrium
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point or closed orbit lies on the boundary of the domain of attraction. This condition may
be readily checked numerically. Furthermore, the intersection of the stable manifold of the
unstable equilibrium point or closed orbit and the boundary of the domain of attraction of
O will be non-empty. The stability boundary of O for the aeroelastic system will be
investigated by determining the stable manifold of the unstable equilibrium point in the
averaged system by a power series expansion; thus, the stable manifold will be determined in
a neighbourhood of the equilibrium point only. In the light of the above discussion, this
approach seems reasonable even if Assumption (3) cannot be readily shown to apply to the
system. The expansion was taken up to fourth order, which was found to be su$cient for
studying the domains of attraction of the aeroelastic systems considered, as will be shown in
section 5.

Stable manifold analysis is now carried out for the "xed point (A�
�
, A�

�
, ��) of the

averaged system of equations (31). To do this, equations (31) are "rst written as

�
AQ

�
AQ

�
�� �"A�

A
�
!A�

�
A

�
!A�

�
�!�� �#R(A

�
!A�

�
, A

�
!A�

�
, �!��), (32)

where A denotes the Jacobian matrix of the right-hand side of equations (31) and the vector
R consists of the non-linear terms of the system. A linear transformation Q based on the
eigenvectors of A is now de"ned which uncouples the dynamics of equations (32) in a linear
sense as follows:

�
A

�
!A�

�
A

�
!A�

�
�!�� �"Q �

u
�
u
�
v � (33)

and

Q	�AQ"�
As 0

0 �
�
� , (34)

where �
�
is the positive real eigenvalue of A and As is a (2�2) matrix whose eigenvalues have

negative real parts. In the case where the eigenvalues of As are real, the columns of Q will
consist of the eigenvectors of the Jacobian matrix A and As will be diagonal. In terms of the
variables u

�
, u

�
, v, equations (32) may now be written:

�
uR
�
uR
�
vR �"�

As 0

0 �
�
��
u
�
u
�
v �#Q	�R �Q�

u
�
u
�
v �� . (35)

Thus, equations (32) may now be decoupled in the linear sense and written as

�
uR
�
uR
�
�"As �

u
�
u
�
�#Rs (u�

, u
�
, v),

vR "�
�
v#R

�
(u

�
, u

�
, v), (36)

where Rs and R�
consist of the non-linear terms of the system. Let the stable manifold

of the equilibrium point (A�
�
, A�

�
, ��), or equivalently u

�
"u

�
"v"0, be expressed as
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v"h (u
�
, u

�
). Then h must satisfy the partial di!erential equation

�
�
h (u

�
, u

�
)#R

�
(u

�
, u

�
, h (u

�
, u

�
))"�

Th
Tu

�

Th
Tu

�
��As �

u
�
u
�
�#Rs (u�

, u
�
, h (u

�
, u

�
))� , (37)

where h(0, 0)"�h(0, 0)/�u
�
"�h(0, 0)/�u

�
"0. Now de"ne h (u

�
, u

�
)"h

�
(u

�
, u

�
)#h

�
(u

�
,

u
�
)#h

�
(u

�
, u

�
)#2 where h



contains all the nth order terms of h. Substituting this form

for h in equation (37) and equating second, third and fourth order terms gives:

�
�
h
�
(u

�
, u

�
)#O

�
(R

�
(u

�
, u

�
, 0))"�

Th
�

Tu
�

Th
�

Tu
�
� As �

u
�
u
�
� , (38)

�
�
h
�
(u

�
, u

�
)#O

�
(R

�
(u

�
, u

�
, h

�
))"�

Th
�
Tu

�

Th
�
Tu

�
�As�

u
�
u
�
�#�

�h
�

�u
�

�h
�

�u
�
�O�

(Rs (u�
, u

�
, 0)), (39)

�
�
h
�
(u

�
, u

�
)#O

�
(R

�
(u

�
, u

�
, h

�
#h

�
))"�

Th
�
Tu

�

Th
�
Tu

�
� As�

u
�
u
�
�

#�
�h

�
�u

�

�h
�

�u
�
�O�

(Rs (u�
, u

�
, 0))

#�
�h

�
�u

�

�h
�

�u
�
�O�

(Rs (u�
, u

�
, h

�
)) (40)

with similar equations for higher order terms. Using equation (38), h
�

may be readily
obtained by "rst writing

h
�
"(u

�
u
�
) H2�

u
�
u
�
� , (41)

where H2 is a (2�2) matrix which de"nes the second order terms of the stable manifold
approximation. De"ning

O
�
(R

�
(u

�
, u

�
, 0))"(u

�
u
�
)G2 �

u
�
u
�
� , (42)

then as shown by Venkatasubramanian and Ji [24], H2 may be determined from the
equation:

H2 (��I!2As)"!G2 . (43)

The matrix (�
�
I!2As) will always be invertible, and will be diagonal if all the eigenvalues

of the Jacobian matrix A are real. The matrix G2 is in principle known since R
�
(u

�
, u

�
, 0) is

a known function.
The third order terms in h are determined by solving equation (39). In order to do this,

de"ne:

h
�
"(u�

�
u�
�
)H3�

u
�
u
�
� , O�

(R
�
(u

�
, u

�
, h

�
))"(u�

�
u�
�
)G3u�

u
�
u
�
� ,

O
�
(Rs(u�

, u
�
, 0))"

(u
�
u
�
)K1�

u
�
u
�
�

(u
�
u
�
)K2�

u
�
u
�
�

. (44)
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The terms on the right-hand side of equation (39) may now be rewritten as follows:

�
�h

�
�u

�

�h
�

�u
�
�A2�

u
�
u
�
�"(u�

�
u�
�
)H*3 �

u
�
u
�
� , �

�h
�

�u
�

�h
�

�u
�
�O�

(Rs (u�
, u

�
, 0)"(u�

�
u�
�
)G� 3 �

u
�
u
�
� , (45)

where the (2�2) matrices H*3 and G� 3 are given by

H*3 "�
3h
��

��
a
��

#a
��
h
��
��

(2a
��

#a
��
)h
��

��
#3a

��
h
��
��

#2a
��
h
��
��

(a
��

#2a
��
)h
��

��
#2a

��
h
��
��

#3a
��
h
��
��

3h
��
��
a
��

#a
��
h
��
��

� ,
(46)

G� 3"

2h
��
��
k
��
��

#(h
��
��

#h
��
��
)k
��

��

2h
��

��
(k
��

��
#k
��

��
)#2h
��

��
k
��
��

#(h
��
��

#h
��
��
)(k
��

��
#k
��

��
#k
��

��
)�


2h
��
��

(k
��
��

#k
��
��
)#2h
��

��
k
��
��

#(h
��
��

#h
��
��
) (k
��

��
#k
��

��
#k
��

��
)� 2h
��

��
k
��
��

#(h
��
��

#h
��
��
)k
��

��

(47)

and a
��
, h
��

��
, h
��

��
, k
��

��
and k
��

��
denote the ijth elements of the matrices A, H2 , H3, K1 and

K2 respectively. Equations (39) for the third order terms of h may then be written:

�
�
H3!H*3 "G� 3!G3u , (48)

where G� 3 is given by equation (47). K1, K2 and G3u are in principle known since Rs(u�
, u

�
, 0)

and R
�
(u

�
, u

�
, h

�
) are known functions. H*3 , as may be seen from equation (46), is a function

of the elements of H3. Substituting from equations (46) and (47) then results in four
equations to determine the elements of H3 . These may be written in the following form:

�
�
!3a

��
!a

��
0 0

!3a
��

�
�
!2a

��
!a

��
!2a

��
0

0 !2a
��

�
�
!a

��
!2a

��
!3a

��
0 0 !a

��
�
�
!3a

��

h
��
��
h
��
��
h
��
��
h
��
��

"

(G� 3!G3u)��
(G� 3!G3u)��
(G� 3!G3u)��
(G� 3!G3u)��

. (49)

The tri-diagonal matrix on the left-hand side of equation (49) will become diagonal if the
matrix As is also diagonal.

The fourth order terms of h are determined by solving equations (40). To do this, write

h
�
"(u�

�
u
�
u
�
u�
�
) �
h
��
��

0 0

h
��
��

h
��
��

0

0 h
��
��

h
��
��
� �

u�
�

u
�
u
�

u�
�
�"(u�

�
u
�
u
�
u�
�
)H4 �

u�
�

u
�
u
�

u�
�
� . (50)

Furthermore, write

O
�
(R

�
(u

�
, u

�
, h

�
#h

�
))"(u�

�
u
�
u
�
u�
�
)G4u �

u�
�

u
�
u
�

u�
�
� ,

�
�h

�
�u

�

�h
�

�u
�
�O�

(Rs (u�
, u

�
, 0))"(u�

�
u
�
u
�
u�
�
)H**4 �

u�
�

u
�
u
�

u�
�
� ,
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�
�h

�
�u

�

�h
�

�u
�
� As�

u
�
u
�
�"(u�

�
u
�
u
�
u�
�
)H*4 �

u�
�

u
�
u
�

u�
�
� ,

�
�h

�
�u

�

�h
�

�u
�
�O�

(Rs (u�
, u

�
, h

�
))"(u�

�
u
�
u
�
u�
�
)H� 4 �

u�
�

u
�
u
�

u�
�
� , (51)

where the matrices G4u , H*4 , H**4 and H� 4 are of the same form as H4, i.e., only the diagonal
and sub-diagonal contain non-zero entries. G4u is in principle known since
R

�
(u

�
, u

�
, h

�
#h

�
) is a known function. The non-zero elements of H**4 may be determined

by using equations (44) to give

(H**4 )
��

"3h
��
��
k
��
��

#h
��
��
k
��
��
,

(H**4 )
��

"3h
��
��
(k
��

��
#k
��

��
)#h
��

��
(k
��

��
#k
��

��
)#2h
��

��
k
��
��

#2h
��
��
k
��
��
,

(H**4 )
��

"h
��
��
k
��
��

#3h
��
��
k
��
��

#3h
��
��
k
��
��

#h
��
��
k
��
��

#2h
��
��
(k
��

��
#k
��

��
)#2h
��

��
(k
��

��
#k
��

��
),

(H**4 )
��

"h
��
��
(k
��

��
#k
��

��
)#3h
��

��
(k
��

��
#k
��

��
)#2h
��

��
k
��
��

#2h
��
��
k
��
��
,

(H**4 )
��

"h
��
��
k
��
��

#3h
��
��
k
��
��
.

(52)

The non-zero elements of H*4 are given by

(H*4 )��
"4a

��
h
��
��

#a
��
h
��
��
,

(H*4 )��
"3a

��
h
��
��

#4a
��
h
��
��

#2a
��
h
��
��

#h
��
��
a
��
,

(H*4 )��"2a
��
h
��
��

#3a
��
h
��
��

#3a
��
h
��
��

#2a
��
h
��
��
,

(H*4 )��
"a

��
h
��
��

#2a
��
h
��
��

#4a
��
h
��
��

#3a
��
h
��
��
,

(H*4 )��
"a

��
h
��
��

#4a
��
h
��
��

.

(53)

The matrix H� 4 may be determined by "rst writing

O
�
(Rs (u�

, u
�
, h

�
))"

(u�
�
u�
�
)L1 �

u
�
u
�
�

(u�
�
u�
�
)L2 �

u
�
u
�
�

"�
l
��
��
u�
�
#l
��

��
u�
�
u
�
#l
��

��
u
�
u�
�
#l
��

��
u�
�

l
��
��
u�
�
#l
��

��
u�
�
u
�
#l
��

��
u
�
u�
�
#l
��

��
u�
�
� (54)

where the coe$cients l
��
��
, l
��

��
,2 and l
��

��
, l
��

��
,2 are the elements of L1 and L2 respectively.

L1 and L2 are in principle known as Rs(u�
, u

�
, h

�
) is known. Then the non-zero elements of

H� 4 are given by

(H� 4)��"2h
��
��
l
��
��

#(h
��
��

#h
��
��
) l
��

��
,

(H� 4)��"2h
��
��
l
��
��

#(h
��
��

#h
��
��
) l
��

��
#2h
��

��
l
��
��

#(h
��
��

#h
��
��
) l
��

��
,

(H� 4)��"2h
��
��
l
��
��

#(h
��
��

#h
��
��
) l
��

��
#2h
��

��
l
��
��

#(h
��
��

#h
��
��
) l
��

��
,

(H� 4)��"2h
��
��
l
��
��

#(h
��
��

#h
��
��
) l
��

��
#2h
��

��
l
��
��

#(h
��
��

#h
��
��
) l
��

��
,

(H� 4)��"(h
��
��

#h
��
��
) l
��

��
#2h
��

��
l
��
��

.

(55)

Equation (40) for the fourth order terms of h may then be written:

�
�
H4!H*

4"H� 4!G4u#H**4 , (56)
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where G4u , H**4 and H� 4 are known but H*4 is a function of the elements of H4. Substituting
from equations (52), (53) and (55) in equations (56) then results in "ve equations to
determine the non-zero elements of H4 . These may be written in the following form:

�
�
!4a

��
!a

��
0 0 0

!4a
��

�
�
!3a

��
!a

��
!2a

��
0 0

0 !3a
��

�
�
!2a

��
!2a

��
!3a

��
0

0 0 !2a
��

�
�
!a

��
!3a

��
!4a

��
0 0 0 !a

��
�
�
!4a

��
�
h
��
��
h
��
��
h
��
��
h
��
��
h
��
��
�

"�
(H� 4!G4u#H**4 )

��
(H� 4!G4u#H**4 )

��
(H� 4!G4u#H**4 )

��
(H� 4!G4u#H**4 )

��
(H� 4!G4u#H**4 )

��
� . (57)

Equations (43), (49) and (57) determine the matrices H2, H3 and H4 that de"ne the stable
manifold up to fourth order. However, evaluation of the matrices G2 , G3u , G4u , K1 , K2, L1 ,
L2 has not been discussed although it has been noted that they can in principle be
determined. All of these matrices may be determined by Taylor series expansions in u

�
and

u
�
of R

�
(u

�
, u

�
, 0), R

�
(u

�
, u

�
, h

�
), R

�
(u

�
, u

�
, h

�
#h

�
), Rs(u�

, u
�
, 0) and Rs (u�

, u
�
, h

�
), which will

require calculating partial derivatives of these functions up to fourth order. One approach
to this might be through the use of a computer algebra package to evaluate the derivatives
analytically. Alternatively, they can be evaluated numerically by "nite di!erences; however,
this approach can encounter di$culties for higher derivatives. The approach adopted here
was to evaluate "rst derivatives analytically, which was necessary to obtain the Jacobian
matrix A, and then to determine higher derivatives by second order "nite di!erences based
on the "rst derivatives. Thus, only third derivatives at most were calculated numerically,
and this procedure proved stable and simple to implement. However, if further terms of the
stable manifold expansion are desired, computer algebra, or alternatively the use of
automatic di!erentiation to determine the required derivatives, would o!er the only viable
means.

5. RESULTS

In this section, two examples of the use of the analysis of sections 3 and 4 in predictions of
the domain of attraction of the stable equilibrium point O for an all-moving control surface
in supersonic #ow, whose aeroelastic behaviour is governed by equations (15), are given.
Both cases consider a control surface for which full details are given in Appendix A. Given
there are the geometric characteristics together with the natural modes and associated
generalized masses and sti!nesses in the case when the root attachment torsional sti!ness is
zero. This modal data was derived from a "nite element model of the lifting surface. For the
determination of the aerodynamic loadings on the control surface, thickness e!ects were
neglected. Flight is assumed to take place under sea level international standard
atmosphere conditions.

The "rst example considers a case where the control surface possesses a cubic hardening
non-linearity in the root torsional degree of freedom. Thus, the momentM

�
in equation (2)
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may be written:

M
�
"!Kr�X!�K(r�X)�, (58)

whereK is the linear torsional spring constant. In formulating the aeroelastic equations, the
linear terms arising from equation (58) were incorporated into the matrix H. Thus, the
function f could be written:

f (rTX)"K(rTX)�. (59)

In this example K was taken as 75)9 Nm/rad. The #utter speed of the linear system (�"0)
was "rst determined and speed was then non-dimensionalized with respect to this.
Additionally, a non-dimensional time t�"�J twas de"ned so that the #utter frequency of the
linear system would be O(1). To achieve this the value of �� was taken as 1800 rad/s. The
matrices G, H and vectors r, s that de"ne the aeroelastic equations for the control surface
could then be evaluated, using the data of Appendix A, to be

G"�
1)84329�10	� 2)48859�10	�

3)98055�10	� 1.81111�10	�� ,

H"�
0)16727<#0)42110 0)16820<#0)49896

!0)24317<#7)98092�10	� 1)31621!0)25748<� , (60)

r"�
1)0

1)18488� , s"�
0)421104

7)98092�10	�� ,
where < is the non-dimensional speed de"ned as explained previously such that <"1)0 is
the #utter speed for the linear system. The matrix G gives the aerodynamic damping terms
and is independent of speed. This arises because control surface thickness e!ects have been
neglected in the aerodynamics. Thus, the integrals I

��
, I

��
, I

��
, I

��
and I

��
are zero so that the

coe$cients I
��
in equation (14) may be readily shown to be independent of speed. The system

de"ned by equations (60) will be referred to as System I.
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TABLE 1

<alues of �
�
, �

�
, �

�
, and �

�
for the averaged form of equations for System I

< �
�

�
�

�
�

�
�

�
�
!�

�

0)99431 !0)0106531 !0)0076189 0)937020 0)979064 !0)042044
0)95345 !0)0095943 !0)0086777 0)892889 1)021280 !0)128391
0)88535 !0)0093851 !0)0088869 0)853998 1)056940 !0)202942
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Prior to any domain of stability investigations, a study was carried out to investigate the
non-linear aeroelastic behaviour of the system for �'0 in terms of the existence of possible
limit cycles and their stability. The limit cyces were determined by the harmonic balance
method. Figure 4 shows the variation of limit cycle amplitude with #ight speed plotted in

terms of ���rTX� against <. These results were checked using numerical integration in the

time domain, and for small values of �� �rTX� using the averaging method. This also
con"rmed that the limit cycles were unstable. Thus, <"1)0 is the speed at which
sub-critical Hopf bifurcation occurs for the non-linear system, with O being stable for
<(1)0.

For the initial study with System I, �"0)025 and <"0)99431; thus the non-linearity is
weak and the air-#ow speed is very close to the linear #utter speed. The choice of value for
� then implied that rTX should be regarded as being proportional to, rather than equal to,
the root torsion angle �

�
. As a check on the accuracy of the averaging procedure,

comparisons were made between aeroelastic response predictions from equation (15) and
the averaged equations (31) with the integrals evaluated using f as given in equation (59)
above. Comparisons for initial conditions X"(0)6, 0)3)�, X� "0 are shown in Figure 5 for
non-dimensionalized time 0(t�(200. Agreement may be seen to be good. Values of �

�
, �

�
,
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�
�
and �

�
in the averaged equations (31) are shown in Table 1, from which it may be seen

that �
�
, �

�
and �

�
!�

�
are small, as required.

The domain of attraction of O was then investigated. First, the "xed point of the averaged
equations (31) corresponding to the unstable limit cycle had to be determined. This was
done numerically by "rst locating the limit cycle from equation (15) by using the method of
harmonic balance. The result was then translated into the averaged variables A

�
, A

�
, � and
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this was used as an initial estimate of the required "xed point of equations (31). This
estimate was then re"ned to give (A�

�
, A�

�
, ��). The Jacobian matrix A was then determined

and the eigenvalues calculated to con"rm that (A�
�
, A�

�
, ��) was an unstable point with

a two-dimensional stable manifold. The matrices H2, H3 and H4 de"ning the stable manifold
up to fourth order were then determined. Comparisons were made with predictions
obtained by numerically integrating equation (15) for given initial values X

�
"X
��

�
,

X
�
"X
��

�
, XQ

�
"XQ 
��

�
, XQ

�
"XQ 
��

�
. To obtain corresponding predictions from the stable

manifold analysis, it should "rst be noted that by making use of equations (22), (24) and (26),
XQ

�
and XQ

�
may be related to A

�
, A

�
and � by

X�

�2
"Re(M�)�

A
�
sin�

�
A

�
sin (�

�
#�)�#Im(M�)�

A
�
cos�

�
A

�
cos (�

�
#�)� . (61)

The stable manifold can be determined in the neighbourhood of (A�
�
, A�

�
, ��) as u

�
, u

�
are

varied and the corresponding values of A
�
, A

�
and � evaluated. Then for the given value

XQ 
��
�

ofXQ
�
, the "rst of equations (61) may be solved for �

�
. If a solution is found, the second

equationmay be checked to see how near the resulting value ofXQ
�
is to a given valueXQ 
��

�
. If

�XQ 
��
�

!XQ
�
� is within some speci"ed small tolerance, the initial values X
��

�
, X
��

�
of X

�
,

X
�
lying on the boundary of the stability domain may be determined from

X"�2 Re(M)�
A

�
sin �

�
A

�
sin (�

�
#�)�#�2 Im(M)�

A
�
cos�

�
A

�
cos (�

�
#�)� , (62)

this relation again being obtained from equations (22), (24) and (26).
Comparisons of the domain of attraction of O are shown in Figure 6 for XQ 
��

�
"0 and

XQ 
��
�

"0. In the legend, &&Time Domain Prediction'' refers to numerical integration of
equation (15). Agreement may be seen to be very good. Figures 7 and 8 show similar
comparisons for initial conditions XQ 
��

�
"0)08 and XQ 
��

�
"0)0, and XQ 
��

�
"!0)5 and

XQ 
��
�

"!0)25 respectively. Again, a good level of agreement is evident. Comparisons of
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Figures 6 and 7 indicate how the domain of attraction can be very sensitive to small
variations in XQ 
��

�
and XQ 
��

�
. The fact that the stable manifold analysis is only locally valid is

illustrated by Figures 7, 9 and 10. Figure 7, as already mentioned, shows good agreement
between domain of attraction predictions for XQ 
��

�
"0)08 and XQ 
��

�
"0)0, but as

XQ 
��
�

increases "rst to 0.09 and then to 0)09625, agreement rapidly deteriorates with the
predictions based on the stable manifold analysis of the averaged equations being
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conservative. For a further increase in XQ 
��
�

to 0)0975, the latter method predicts that the
domain of attraction disappears altogether in contrast with time domain analysis.

The e!ect of reducing #ow speed< was next considered for System I. The consequence of
doing this will be to increase the amplitude of motion of the unstable limit cycle of the
system, as shown in Figure 4, so that the domain of attraction of O will be larger. Thus, the
non-linear e!ect will be more signi"cant. In the following study, � was set equal to 0)1; the
e!ect of doing this being to rescale the domain of attraction of O. Figures 11 and 12 show
the e!ect of reducing< for initial conditionsXQ 
��

�
"0 andXQ 
��

�
"0. Table 1 shows values of

�
�
, �

�
, �

�
and �

�
in the averaged equations for the values of < considered and again, �

�
,

�
�

and �
�
!�

�
are small, as required. Good agreement is obtained in Figure 11 for

<"0)95345; and in Figure 12 for <"0)88535 although the stable manifold analysis of the
averaged equations has produced some extra points as shown. These results indicate that
the averaged form of the equations remain a good approximation to the original system (15)
but suggest that further terms in the stable manifold expansion may be desirable.

The second example considers the case where the control surface possesses a freeplay
non-linearity in the root torsional degree of freedom. Whereas System I was perhaps
a somewhat theoretical example, the freeplay non-linearity is commonly encountered in
practice and a number of previous investigations of non-linear aeroelastic systems have
involved structures with freeplay non-linearities [1}9, 14, 16]. Furthermore, this
non-linearity comes under the area of piecewise linear systems, which have themselves been
a subject of considerable research [26}32]. One way of de"ning the freeplay non-linearity is
by writing

� f (rTX)"�
K(rTX#
), rTX(!
,

0, !
(rTX(
,

K(rTX!
), rTX'
,

(63)
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where 
 denotes the degree of freeplay andK is the linear sti!ness. However, for this study, it
is more appropriate to include the linear root torsional sti!ness terms with the matrix H,
rather as was done for System I, and to de"ne the freeplay non-linearity by

� f (rTX)"�
K
, rTX(!
,

!KrTX, !
(rTX(
,

!K
, rTX'
.

(64)

The lifting surface geometric, inertial and structural characteristics are again as given in
Appendix A. However, in this exampleKwas now taken as 151)8 Nm/rad. The #utter speed
of the linear system (
"0) was "rst determined and speed was then non-dimensionalized
with respect to this. In a manner similar to the cubic non-linearity, a non-dimensional time
t�"�J t was de"ned so that the #utter frequency of the linear system would be of O(1). To
achieve this the value of �J was taken as 1940 rad/s. The matrices G, H and vectors r, s that
de"ne the aeroelastic equations for the control surface could then be evaluated, and in terms
of non-dimensional speed <, are as follows:

G"�
1)71027�10	� 2)30900�10	�

3)69330�10	� 1)68041�10	��,

H"�
0)11701<#0)72504 0)11757<#0)85909

!0)16998<#0)13741 1)37732!0)17999<�,

r"�
1)0

1)18488�, s"�
0)72504

0)13741�. (65)

This set of equations will be de"ned as System II. As in System I, the matrix G is
independent of speed.
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As for System I, prior to any domain of stability investigations, a study was carried out to
investigate the non-linear aeroelastic behaviour of System II in terms of the existence of
possible limit cycles and their stability. The limit cycles again were determined by the
harmonic balance method. Figure 13 shows the variation of limit cycle amplitude with #ight
speed expressed in terms of �rTX�/
 against <. These results were also checked using
numerical integration in the time domain, and for large values of �rTX�/
 using the averaging
method. This also con"rmed that the limit cycles were unstable. Thus <"1)0 is the speed
beyondwhich unstable limit cycles "rst occur, and as< increases, their amplitudes decrease,
while O is stable for all <. As is clear from Figure 13, just above the linear #utter speed, the
limit cycle is of large amplitude relative to 
; the domain of attraction of O might be
expected to be large relative to 
, and thus in the analysis to determine the domain of
attraction, the system can be regarded as weakly non-linear. Furthermore, the limit cycle
amplitude will decrease rapidly for small increments in < immediately beyond <"1)0. As
speed increases, the system may be thought of as being more strongly non-linear. It should
be noted that the non-linearity is de"ned by a function that has discontinuous derivatives.
Nevertheless, the averaged system will be continuous and many-times di!erentiable in the
neighbourhood of the unstable equilibrium point corresponding to the unstable limit cycle
of the original system (15). Thus, the stable manifold may be obtained by power series
expansion as before.

For the "rst case considered, <"1)000167. Comparisons of the domain of attraction as
predicted by numerical integration of equation (15) and stable manifold analysis of the
averaged equations (31) are shown in Figure 14 for initial conditionsXQ 
��

�
"0 andXQ 
��

�
"0.

In Figure 14, displacements are again expressed as a factor of 
. It may be seen that there is
a fair degree of agreement although the results from the stable manifold analysis
overestimate the size of the domain of attraction. Figure 15 shows results for <"1)00646.
In this case, agreement between the two methods is very good. Although the increase in
< from Figure 14 is very small, the reduction in size of the domain of attraction of O is very
signi"cant. This is consistent with the behaviour of the limit cycle amplitude of the system as
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shown in Figure 13, and this sensitivity is the most likely explanation for the discrepancies
in Figure 14. Figure 16 shows the domain of attraction of O as speed < is further increased
up to 1)0903. A good level of agreement between time domain and stable manifold analysis
of the averaged equations is again obtained. As speed increases, the non-linearity may in
e!ect be regarded as becoming stronger. The results indicate both that the accuracy of the
averaging method and the degree of approximation of the stable manifold adopted are
su$cient to enable signi"cant information about the domain of attraction of the
equilibrium point to be obtained for System II.

Table 2 shows values of �
�
, �

�
, �

�
and �

�
in the averaged equations for the values of

< considered in this study of System II, and as is shown, �
�
, �

�
and �

�
!�

�
are small as

required.

6. CONCLUDING REMARKS

In this paper, the aeroelastic behaviour at high Mach numbers of an all-moving control
surface with a non-linearity in the root support has been investigated. The particular
situation investigated is that where a stable equilibrium point, corresponding to zero
displacement of the structure, together with an unstable limit cycle typically arising from
a sub-critical Hopf bifurcation results from the presence of the non-linearity so that the
stable equilibrium point will then possess a domain of attraction. The approach adopted
has been to "rst apply the averaging method to obtain a new set of aeroelastic equations in
which the limit cycle is replaced by an unstable equilibrium point. A fourth order expansion
of the stable manifold for this equilibrium point was carried out from which predictions of
the domain of attraction of the stable equilibrium point were then obtained. The method
was applied to two examples in which the non-linearity was due to either a cubic hardening
restoring moment or the presence of freeplay in the root support. Agreement was shown to
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be generally good in the cases considered. The averaging method adopted was shown to be
su$ciently accurate for this analysis even when the non-linear e!ect could be regarded as
strong.

The method of analysis used here has been shown to be e!ective in enabling a good
indication of the extent of the stability domain to be obtained rapidly. The results have
demonstrated the validity of the stable manifold analysis by comparisons with time domain
numerical integration of the original system of equations. As the stable manifold expansions
are only locally valid, it is important to have con"dence that the domain of attraction has
been determined from within the region of validity. One way to con"rm, for example, that
an nth order expansion is valid would be to compare the results with those from an (n#1)th
order expansion and to look for where the two expansions show agreement. In determining
higher order terms, one di$culty that will be encountered is in obtaining Taylor series
expansions of the terms Rs and R�

. Up to fourth order, it was found that calculating "rst
derivatives analytically, which was necessary in order to obtain the Jacobian matrix A, and
then determining higher derivatives using second order "nite di!erences based on the "rst
derivatives was e!ective. It avoided cumbersome algebra and was numerically stable. Going
to higher order would require more analytically determined derivatives, and this would best
be carried out either using computer algebra or possibly through automatic di!erentiation.
Although this study considered only one non-linearity; the approach used here could
equally be used for aeroelastic systems with multiple structural non-linearities. The
non-linearities considered here have been symmetric; again the approach could also be
applied to non-symmetric non-linearities that typically arise when there is a pre-load
present, for example, when the control surface is at an incidence to the #ow in the steady
state. Although the aeroelastic problem considered here is a practical one, the use of piston
theory aerodynamics makes possible signi"cant simpli"cations to the equations of motion.
For #ight regimes other than the high supersonic, it is still possible to write the aeroelastic
equations in a state-space form [20, 33, 34]. The approach adopted here may then still be
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TABLE 2

<alues of �
�
, �

�
, �

�
, and �

�
for the averaged form of equations for System II

< �
�

�
�

�
�

�
�

�
�
!�

�

1)000167 0)0004571 !0)0174105 1)006550 1)012990 !0)006440
1)006457 0)0118610 !0)0288395 1)008440 1)011240 !0)002800
1)090329 0)0620660 !0)0790194 1)010430 1)011150 !0)000720

applicable. Indeed, centre manifold analysis has successfully been applied to such an
aeroelastic system [20].
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APPENDIX A: NUMERICAL DATA FOR AEROELASTIC MODELS

The lifting surface considered in these studies had the geometric characteristics shown in
Figure A1. Thickness e!ects are neglected.

The mode shapes, together with generalized mass and sti!ness data are given in Tables
A1 and A2.
87.78mm

34.91mm

36.0mm

85.54mm

Hinge Line

Figure A1. Lifting surface geometry.

TABLE A1

Modal data

Strip
Number s 2b

�
(mm) 2b

�
x
��

(mm) ��
��

��
��

��
���

��
���

1 80)4738 46)6290 !2)125213�10	� 3)124895�10	� 1)000000 1)158449
2 70)3494 40)7550 !6)375600�10	� 1)528817�10	� 1)000000 1)133542
3 60)2250 34)8810 !1)062600�10	� 3)386578�10	� 1)000000 1)078578
4 50)1006 29)0070 !1)487640�10	� 5)785579�10	� 1)000000 1)041359
5 39)9762 23)1330 !1)912680�10	� 8)590975�10	� 1)000000 1)005500



TABLE A2

Generalized mass and sti+ness data

Mode Number i a�
�

e�
�

��
���

1 5)562880�10	� 0)0 1)000000
2 3)477841�10	� 1)589684�10� 1)184876
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APPENDIX B: NOMENCLATURE

A Jacobian de"ning linear terms of averaged equations (31)
As Jacobian of equations for stable dynamics of averaged system
a
�
, a

�
, a

�
, a

�
Slowly varying variables in averaging procedure

A
�
, A

�
Amplitudes of a

�
, a

�
, a

�
, a

�
a�
�

ith generalized mass of control surface
a
�

Free stream speed of sound
b Control surface root semi-chord
b
�

Mean semi-chord for sth strip of control surface
e�
�

ith generalized sti!ness of control surface
d�
��

Structural damping coe$cient
G2 Matrix de"ning second order terms of R

�
(u

�
, u

�
, 0)

G3u Matrix de"ning third order terms of R
�
(u

�
, u

�
, h

�
)

G4u Matrix de"ning fourth order terms of R
�
(u

�
, u

�
, h

�
#h

�
)

G Damping matrix in aeroelastic equations
H Sti!ness matrix in aeroelastic equations
H2, H3, H4 Matrices de"ning second, third and fourth order terms of stable manifold
h Function de"ning stable manifold
h
�
, h

�
, h

�
Functions de"ning second, third and fourth order terms of stable manifold

h
�

Vertical displacement of sth strip at point O
�

I
��

Coe$cient of XQ
�
in equation for generalized aerodynamic force Q

��
I
��
, 2, I

��
Integrals depending on control surface thickness used in aerodynamics

K Linear torsional sti!ness at root
¸
�

Load per unit span for sth strip
K1, K2 Matrices de"ning second order terms of Rs (u�

, u
�
, 0)

L1, L2 Matrices de"ning third order terms of Rs (u�
, u

�
, h

�
)

M� Right-hand modal matrix in solution of linearized aeroelastic equations
N� Left-hand modal matrix in solution of linearized aeroelastic equations
M

�
Free stream Mach number

M
�

Torsional moment per unit span for sth strip about O
�

Q
�
, Q

�
, Q

�
, Q

�
Generalized co-ordinates arising from transforming X and Y

Q
��

ith generalized aerodynamic force
Q

��
ith generalized force on "n due to torsional reaction loads

R
��

Coe$cient of X
�
in equation for generalized aerodynamic force Q

��R Non-linear terms of averaged system of equations
Rs Non-linear terms of equations for stable dynamics of averaged system
R

�
Non-linear terms of equation for unstable dynamics of averaged system

r Column vector relating "n root torsion angle to generalized displacements in
aeroelastic equations

s Column vector used in de"ning non-linear terms in aeroelastic equations
t Time
t� Non-dimensionalized time ("�J t)
;

�
Free stream velocity

u
�
, u

�
Independent variables in equation for stable manifold

< Non-dimensionalized speed in aeroelastic equations
x
�
, y

�
, z

�
Co-ordinates for sth strip
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x
��

Non-dimensional distance of O
�
from leading edge of sth strip

X
�
, X

�
Generalized displacements

X Column vector of generalized displacements
Y Derivative of X with respect to time
w Downwash on control surface
� Ratio of speci"c heats

 Freeplay parameter
�h Strip width
� Non-linearity parameter
�
�

Pitch rotation of sth strip
�
�

Pitch rotation of control surface at root
�
�

Free stream density
�
�
(x

�
) Non-dimensional thickness distribution function for sth strip

��
�

ith natural mode for control surface
��
��

ith modal displacement of the sth strip
��
���

ith modal pitch rotation of the sth strip
��
���

ith modal pitch rotation of control surface at root
�J Frequency used in non-dimensionalizing time t
��

�
ith natural frequency of control surface

�
�
, �

�
Frequencies in solution of linear aeroelastic system
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