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Abstract

A new computational system for the environmental noise measurement and analysis has been developed.
The system consists of binaural microphones, a laptop PC, and analysing software. A target noise is
recorded automatically depending on the specified background noise level, and the acoustical parameters
are calculated simultaneously. These functions allow for precise field measurements. The system is equipped
with a template-matching algorithm for the identification of noise source. This function was implemented
to avoid the effect of an interrupting sound such as voice and wind blowing during a measurement. Noise
analyses in this system are based on the model of human auditory system. In addition to the time-series
data of sound level, the important acoustical parameters of noise source are extracted from the running
autocorrelation function (ACF) and the inter-aural cross-correlation function (IACF). It has been found
that those parameters are strongly related to the auditory primary sensations and spatial sensations.
Evaluation of the environmental noise based on these functions is another feature of this system. This paper
describes the effectiveness of the ACF and the IACF analysis for analysing acoustical properties of noise
and for evaluating the subjective response to noise.
r 2004 Published by Elsevier Ltd.

1. Introduction

In this paper, we propose a noise measurement system for identifying a noise source and
analysing a multidimensional sound quality of noise [1]. The first goal of the study is to create an
see front matter r 2004 Published by Elsevier Ltd.
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automatic noise measurement system for a long period of time. In practice, the automatic
measurement is difficult, because there are many noise sources in the measurement field that may
intervene. To perform an automatic noise measurement, identification of noise source is
indispensable. The second goal of the proposed system is to overcome a limitation of the current
procedure for evaluating the effect of noise. It is recognized that the sound level met can measure
only one dimension of noise (i.e. loudness), but sometimes loudness may not evaluate subjective
annoyance of noise. We need to analyse sound qualities other than loudness for evaluating the
psychological effect of noise.

Noise analyses in the proposed system are based on a model of human auditory system [2]. It is
recognized that the frequency analysis is performed in the periphery of the auditory system. This
is a kind of bandpass filter bank in the basilar membrane. However, several psychophysical
properties of sound cannot be fully explained by the frequency analysis. Experimental results on
pitch and loudness suggest that some form of time domain analysis is performed in the more
central area of the auditory system [3,4]. Recent neurophysiological studies on human hearing
also suggest that there is a kind of temporal processor in the auditory pathway [5]. Time domain
analysis of the firing rate from the auditory nerve of a cat revealed a pattern of the autocorrelation
function rather than the frequency domain analysis [6], and the inter-spike interval distributions
of the auditory nerve of cat resemble the short-time autocorrelation function (ACF) of the input
sound [7]. A proposed model of the ACF processor is illustrated in Fig. 1. Also, the inter-aural
cross-correlator is the most powerful model of the binaural hearing mechanism [2,8]. Neural
activity regarding this mechanism has been found in the auditory brainstem response [9].

Considering the findings described above, a noise measurement system is proposed based on the
temporal correlation mechanisms. The important acoustical parameters of noise source are
extracted from the running ACF and the inter-aural cross-correlation function (IACF), in
addition to the time-series data of the sound level. It has been found that those parameters are
strongly related to the auditory primary sensations (loudness, pitch, and timbre) and spatial
Fig. 1. Neural processing model of the running ACF.
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sensations (localization, apparent source width, and subjective diffuseness) [2]. Evaluation of
noise based on these hearing sensations is the goal of our study.

In the following, it is described how the ACF and the IACF analysis are effective for analysing
acoustical properties of noise and for evaluating the subjective response to noise. Then the outline
of the proposed measurement system is described.
2. Noise analysis by ACF and IACF

Previously, we have measured many kinds of noise and analysed them by the ACF [10–14].
These studies have shown that the acoustical properties of noise are well represented by the ACF
analysis. The long-time ACF is defined by

Fp tð Þ ¼ lim
T!1

1

2T

Z þT

�T

p0 tð Þp0 t þ tð Þ dt; ð1Þ

where p0ðtÞ ¼ pðtÞnsðtÞ; sðtÞ is the ear sensitivity practically represented by the impulse response of
the A-weighting filter. The value of t represents the time delay and the value of 2T is the
integration time. The ACF is also calculated as the Fourier transform of the power spectrum. In
the ACF analysis, we can extract four significant parameters. First, is the sound energy, Fð0Þ,
calculated as the ACF value at t ¼ 0. Second, is the effective duration of the ACF, te, which is
defined as the 10-percentile time delay of the normalized ACF. It is the decay rate of the ACF,
representing the repetitive nature and reverberation component contained in the signal. The third
and fourth parameters are the time delay and the amplitude of the maximum peak in the
normalized ACF, t1 and f1. These two parameters represent perceived pitch and its strength as
described below.

For analysing the spatial properties of sound, three parameters are extracted from the IACF.
The IACF is given by

Flr tð Þ ¼
1

2T

Z þT

�T

p0l tð Þp0r t þ tð Þ dt; ð2Þ

where p0
l and p0r are A-weighted sound received by left and right ear. To measure the IACF,

binaural recording is performed by using dummy head or human head microphones. The IACF is
usually normalized by Fð0Þ. The magnitude of the IACF is defined by

IACC ¼ flr tð Þ
�� ��

max
; tj j 
 1 ms: ð3Þ

IACC represents the degree of similarity of sound arriving at each ear that is a significant factor to
determine the degree of subjective diffuseness in a sound field [2]. When IACC decreases, the
subjective diffuseness increases. The inter-aural time delay (ITD) between �1 and +1ms is
defined as tIACC. The value of tIACC represents the horizontal sound direction.

To illustrate how the ACF analysis is effective for analysing the acoustical properties of noise,
the power spectra and the ACFs calculated for the sound from the motorcycle and the passenger
car are shown in Fig. 2. The former gives a clear pitch sensation and the latter has a weak pitch.
These sounds are referred to as ‘‘tonal noise’’ and ‘‘atonal noise’’. Generally, the spectrum of
complex sounds consists of the tonal component (discrete peak) and the noise component
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Fig. 2. Power spectra and the ACF of motorcycle (left) and passenger car (right) sound.
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(continuous part). In the tone correction for the aircraft noise, tone/noise ratio or difference is
calculated. However, it is sometimes difficult to identify which peak in the spectrum is a
fundamental frequency that is perceived as a pitch. When the same sound is analysed by the ACF,
its harmonic structure is clearly extracted. Strong periodical peaks in the ACF show that a
periodicity corresponding to the pitch is present in the sound. Reciprocal of the time delay of the
peak corresponds to the pitch frequency. The amplitude of the peak corresponds to the perceived
pitch strength. Minor peaks within a period in the ACF give useful information about the higher
frequency components, or timbre of sound [7,15]. For the atonal noise, there is no particular peak
in the spectrum. This means that the sound has no particular periodicity perceived as a pitch. In
this case, the ACF decreases to zero without exhibiting strong periodical peaks. Thus, the decay
rate of the ACF, te, is a good measure of the periodical structure of sound.

For analysing the temporally fluctuating noise, the acoustical parameters should be calculated
for short-time intervals. For this purpose, the short-time running ACF analysis is useful. To
capture the fluctuation of sound quality, selection of the integration time (temporal window, 2T in
Eq. (1)) and calculation interval becomes important. In the case of music, 2T was set between 2
and 5 s [16]. This is based on the study of the ‘‘psychological present’’, which is the time length in
which human perceives successive events as one thing [17]. But in calculating the ACF for a single
syllable of Japanese speech, a much shorter 2T (about 30ms) was needed to capture the very fast
change in the speech signal [18].

To capture the fluctuation of aircraft noise, 2T for calculating the ACF has been examined. Fig.
3 shows the time course of SPL for two aircraft noises with different te values (Fig. 3, top),
integrated for three different 2Ts. The calculation interval was set to the half of 2T (for example,
when 2T was 1.0 s, calculation interval was 0.5 s). It is clear that the 2T of 1.0 s is too long to
capture the fluctuation of SPL. It seems that a fluctuation could be caught by 2T of 0.25 or 0.5 s,
but a finer variation could be measured only in the case of 0.25 s. Informal listening tests showed
that such a finer variation could not be heard for a sound with long te value. For the sound with
short te, on the other hand, 0.25 s matched the perceived sound fluctuation. This implies that the
proper length of temporal window should be chosen depending on the periodical structure of the
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Fig. 3. Examples of measured SPL for two types of noise with (a) ðteÞmin ¼ 20ms and (b) ðteÞmin ¼ 10ms with three

integration times (2T), from the second row, 0.25, 0.5, and 1.0 s.

Fig. 4. Relationship between the sound direction and IACF parameter, tIACC.
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sound. Mouri et al. [19] have reported that the integration time should be set as 2T � ðteÞmin, but
this is a tentative value. More experimental data is needed to find the optimal temporal window
for analysing time-varying noise. As reported by Fujii et al. [12], the ACF parameters can be
possible measures to evaluate subjective annoyance of noise.

In the field measurement, information about the direction of noise is very useful. The maximum
peak of the IACF, IACC, represents direction of a sound source because it corresponds to the
inter-aural time difference. As a sound source moves from left to right, the value of tIACC varies
from minus to plus value, as illustrated in Fig. 4. By the tIACC measurement, moving sound
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sources such as a car or an airplane can be tracked and the hidden sound source in a factory can
be detected. Also, it has been found recently that the temporal fluctuation in spatial sensations
such as direction and diffuseness strongly affects subjective annoyance [13]. This implies that
binaural measurement is necessary to evaluate the effect of such spatial sensations of subjective
annoyance.
3. Measurement system

Based on the basic theory of Ando [2], the prototype of a noise measurement system has been
developed during 1999 and 2000 as a first step of the project [1]. Here, our outline of the system is
described.

3.1. Automatic measurement

Fig. 5 is a block diagram of the measurement system. The system consists of binaural
microphones, a laptop computer, and software calculating the ACF and the IACF parameters
from a real time noise data. The system can measure noise event automatically by using the peak
detection algorithm. As shown in Fig. 6, the noise level is continuously monitored, and a target
noise event is extracted when the noise level exceeds the trigger level, Ltrig. The appropriate Ltrig

value varies according to the kind of target noise and the distance between the noise source and
the receiver. It must therefore be determined by a preliminary measurement. The noise data with
duration of ts centred on its peak level is recorded on the hard disk as a single session. The
duration ts should be set so as to include the peak level after exceeding Ltrig. For aircraft noise, it is
set to about 10 s. This value is different between a steady-state noise with longer duration and an
intermittent noise. Note that the current system does not work well when there are interfering
noises.

3.2. Running ACF and IACF calculation

For each session of noise, the running ACF and IACF are calculated with the integration time
(2T) and the calculation interval (running step: tstep). Appropriate values of 2T and tstep are
determined before the measurement. As you can see in Fig. 6, the ACF and IACF are calculated
in every step ðn ¼ 1; 2; . . . ;MÞ for the data length of 2T which shifts in every tstep, as
fð0; 2TÞ; ðtstep; tstep þ 2TÞ; ð2tstep; 2tstep þ 2TÞ; . . . ; ððM � 1Þ tstep; ðM � 1Þ tstep þ 2TÞg: Acoustical
parameters described before are extracted from each step of the ACF and IACF and used for the
identification process.

3.3. Identification of noise source

In the proposed system, noise source is identified based on the similarity of the acoustical
parameters by using the template-matching algorithm. The basic concept of the identification
algorithm in this system is illustrated in Fig. 7. Three dimensions in the figure represent the
acoustical parameters considered. A fundamental assumption here is that the noises from the
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Fig. 5. A flow chart of the measurement system. The ACF and the IACF parameters are extracted after the process of

automatic detection of noise event. Noise source is identified by using the ACF parameters.
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same source have similar acoustical qualities and therefore they are mapped into the same cluster
in the feature space. Now, suppose that there are two noise sources, and they are represented as
the parameter set A and B. When new data X is measured, the distance of parameters A � Xj j and
B � Xj j are calculated. Distance represents the similarity of parameters. Thus, if the distance
A � Xj j is smaller than B � Xj j, the input data X is categorized in A.
The acoustical parameters used in the identification algorithm are derived from the running

ACF. As described above, timbre information of noise is extracted from the ACF. Distance DðxÞ
(x : Fð0Þ, te, t1, and j1) between the unknown target data (indicated by symbol a in Eqs. (4–7)
and the template (already calculated data of noise sources, indicated by symbol b) is calculated at
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Fig. 6. Process of the extraction of noise event and the running ACF analysis.

Fig. 7. Basic concept of the identification algorithm.
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SPL by the following equations:

D F 0ð Þð Þ ¼ log Fð 0ð Þ
a
� log F 0ð Þ

b
� ��� ��; ð4Þ

D teð Þ ¼ log teð Þ
a
min � log teð Þ

b
min

�� ��; ð5Þ
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D t1ð Þ ¼ log t1ð Þ
a
� log t1ð Þ

b
�� ��; ð6Þ

D f1

� �
¼ log fð Þ

a
� log fa

� �b
���

���: ð7Þ

DðxÞ is calculated at the maximum SPL of measured noise, because the noise is considered as
steady state at this point in many cases. The total distance D is calculated as the sum of the right-
hand terms of Eqs. 4–7, so

D ¼ WF ð0ÞDF ð0ÞÞ þ W teDðteÞ þ W t1Dðt1Þ þ Wf1Dðf1Þ; ð8Þ

where W ðxÞ shows the weighting coefficient of each parameter. The template with the smallest D is
defined as the noise source of the target data. Weighting coefficients W ðxÞ in Eq. (8) are obtained
by using statistical values S

ðxÞ
1 and S

ðxÞ
2 , as ðS2=S1Þ

1=2. Here, S
ðxÞ
1 is the arithmetic mean of the

standard deviations (SD) for all categories (i.e. SD within a certain category), and S
ðxÞ
2 is the SD of

the arithmetic means in each category (i.e. SD between categories), and category means a set of
data for the same noise source. It means that a parameter (x) becomes important when the SD
between categories becomes large and the SD among a category becomes small.

The performance of the identification algorithm was tested for several kinds of sounds, such as
car engine sound, aircraft noise, motorcycle noise, and human voice. Good identification
performance was obtained in the measurement of the idling car engine sound. It is considered that
the identification worked well because the acoustical quality of idling sound is almost constant
during measurement and the ACF parameters differed well for different sounds. The proposed
algorithm is thus applicable for the steady-state noise. Noise with non-stationary sound qualities
was sometimes misidentified. It is because the algorithm calculates the distance by using sound
parameters only at the maximum SPL point. This problem would be solved by using the whole
time pattern of the ACF parameters for identification. A more important problem in the present
algorithm is that it cannot deal with the mixed noise. Separation of sound source is indispensable
in order to apply the measurement system in the real environment. It has been found that the
binaural localization cues are very effective in separating a target sound from an interfering sound
[20]. We plan to implement the algorithm for sound separation in future research.
4. Summary

This paper described a noise measurement system for identifying a noise source and analysing a
multidimensional sound quality of noise. It was shown how the ACF and IACF analysis are
effective for analysing acoustical properties of noise. The identification process was found to be
effective for the steady-state noise. Further research is planned to deal with the fluctuating noise
and mixed noise for applying the system in the real environment.
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