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Abstract

The role of damping with respect to energy and energy flow in vibrating mechanical systems was
examined with the aim of establishing some general relationships. The link between the energy flow and the
system energy is considered from both the local and global points of view.

Locally, the mean intensity divergence is shown to be strictly proportional to the product of internal
damping and potential energy density at a given point, while the imaginary value of complex divergence is
proportional to the mean Lagrangian energy density. Globally, the mean value of the total vibratory power
input to a structure is proportional to the volume integral of the product between the loss factor and the
potential energy density. If the damping is uniformly distributed within a structure, this integral reduces to
the product between the (constant) loss factor and the total potential energy.

The global potential and kinetic energies can be obtained from the known complex input power to the
structure and the known loss factor. In the case of non-uniform damping, the simple power—energy
relationships are shown to hold fairly well where potential energy is involved, but could break down if
kinetic energy is used instead.

Several examples are given to illustrate the theoretical findings.
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1. Introduction

The energy transmission in vibrating structures is a phenomenon the importance of which
concerns both vibration theory and practice. The energy balance law universally applies to all
forms of wave motions, vibratory and acoustic. Computational and measurement methods have
been developed by means of which the energy flow in a vibrating structure can be traced. Most
energy methods use a statistical notion of the global vibration field, e.g. [1-3]. Owing to its
ostensible simplicity the Statistical Energy Analysis (SEA) has become the most used energy
modelling concept. A particular value of SEA from the conceptual point of view is that it
establishes a link between the stored energy and the energy flow.

Where the computation of energy in linear systems is concerned, modal superposition is the
most commonly used approach in numerical analysis of vibration. The same approach
can be used for the computation of energy flow as well. However, any precise computation of
the latter will require summation over a large number of modes as the higher order modes with
eigenfrequencies well above the excitation frequency will contribute decisively to energy flow.
To overcome the modal computation problem a hybrid technique has been proposed in
which the contribution of higher modes is accounted for via an independently computed static
solution [4].

Classical SEA refers to the stored energy as ‘energy’, the energy being the total mechanical
energy of the system concerned, i.e. the sum of kinetic and potential energies. In SEA applications
it is tacitly assumed that the two constituent energies are equal. The practical importance of this
assumption lies in the possibility to express the stored energy in terms of kinetic energy, the one
which is much easier to handle. While in systems of high modal density the two energies are indeed
practically identical in the global sense, their spatial distributions—the kinetic and potential
energy densities—are not. Moreover, the total energy density, i.e. the sum of the two, is not
uniformly distributed across a vibrating structure which hinders the use of global concepts, such
as SEA, at the local level. Attempts to establish an SEA equivalent based on local energy
variables, see e.g. Refs. [5-8], have not yielded results comparable to the original, lumped
parameter SEA. In [9] Carcaterra and Sestieri have shown that the construction of comprehensive
differential energy equations leading to vibrational-thermal analogy may be out of reach where a
general case is concerned.

Back to the deterministic approach, the literature on energy distribution and energy flow in
structures is sparse. A rather detailed study on this topic with application to elastic waves in solids
was made by Maysenholder [10]. Some useful notions of energy flow and energy density in solid
waves can be found in Chapter 5 “Power flow and energy balance’ of a textbook by Auld [11]. A
similar subject was addressed in a paper by Alfredsson, [12]. However the practical applicability of
these ‘“‘exact” approaches is not as wide as is that of statistical ones. The exception is the
measurement of energy flow which has received some considerable attention. It is worth noting
that, while various techniques have been developed on the topic of energy flow, the measurement
of energy in structures was fairly neglected. In particular, measurement of potential energy was
never considered as an issue.

This paper concerns the role of structural damping on energy and energy flow. An explicit
formulation of the relationship between these two quantities will be shown and demonstrated over
several examples.
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2. Global energy and energy flow

In this paper sinusoidal time variation of primary quantities, forces and velocities, will be
assumed. The sinusoidal form of time variations enables use of complex representation of these
quantities. All the quadratic quantities, such as energy or power, resulting from the multiplication
of primary ones, will be taken as time averaged. The averaged product of two sinusoidally varying
quantities represented in complex form reduces to the real part of the product of their complex
amplitudes:

ul(t)uz(t)ééRe{ U, U;} * — complex conjugate.

Energy will be considered as a purely real quantity while the time-averaged values of power and
intensity will be considered as complex quantities. Thus in referring to the time-averaged power or
intensity a substitute complex quantity will be employed, the real part of which equals the physical
quantity itself. The imaginary part of such a complex quantity, in spite of missing a clear physical
meaning, will be employed too as this part provides some extra information useful for the
analysis.

In sinusoidal vibration the relationship between the net (real) input power P and the global
energy E is usually expressed by an approximation, see e.g. [1]:

P~ nokE (1)

where ~ denotes time average, o denotes frequency and # denotes system damping. The symbol E
stands for the total mechanical energy, i.e. the sum of potential and kinetic energies, £ = E, + Ej.

Eq. (1) is often used in statistical analysis where an extra averaging in addition to time
averaging, over a frequency band, is applied. It can be further simplified by assuming equality
between the time averaged kinetic and potential energies:

Ey~ E, = P~ 2noEy (1a)

The relationships between global variables, Eqgs. (1) and (1a), will be examined in this section
with the view of finding the origin of these outside the scope of statistical framework. To this end
a modal series solution will be used to represent a vibration field.

Consider a linear system excited by multiple forces. The usual expansion of vibration
displacement in normalized natural functions ¢, ¢=1,2,..., will be made (time factor et
omitted) [13]:
fq

Q_q (2a)

o) = Y Ugo)p ), Uylo) =
q
with
o= D Fu@y ) Q= (1+in,) - o (2b)

where x is the coordinate of a response point, U, the modal amplitude (complex), m the total
mass, w, the natural frequency, f, the modal force (complex) and Q, the modal frequency factor
(complex). The external excitation is taken as a superposition of forces F), acting at positions
Zp,n=12,....
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Assuming orthogonality, the overall time-averaged kinetic energy and total net input power can
be expressed in terms of single modal summation, Appendix A:

}_’:W;—wana)j‘Uq‘z. 3)
q

If a single mode dominates close to its resonant frequency, the simple formula (1b) for kinetic
energy becomes valid

N7 e
w%wqiEk%%nézﬂ, P 2””’7: = P~ 2nwkE;. (3a)

Eq. (3a) is given in terms of kinetic energy only. General form of potential energy cannot be
assessed by modal approach the same way as that of kinetic energy, Eq. (3), because the potential
energy depends on the particular characteristics of the system considered.

The kinetic and potential energies are almost equal at resonance, but not at other frequencies.
Below the resonance potential energy of a particular mode is larger than kinetic, while the
opposite applies above the resonance. In the case of high modal overlap, at any particular
excitation frequency, the (lower) kinetic energy of modes having the eigenvalues above the
excitation frequency will become compensated by the (higher) kinetic energy of lower modes.
Inverse compensation effect will apply to potential energy. As a result, the global kinetic and
potential energies in modally overlapped systems can be shown to match closely at all frequencies
except below the first resonance where the compensation cannot take place. This justifies
approximation (la).

Since both the system energy and input power can be reduced to a single modal summation, the
terms under the summation sign represent modal kinetic energy e, , and modal power p,:

2 -
Clg = % | Uq‘z = Ey = Z €kq» (4a)
q

S| U’ = P = 2y (4b)

The relationship between the energy and power can now be brought to the modal level:
=2w (ﬁ)ze (5)
pq - ﬂq P k,q-

The modal relationship has the same form as the approximate global relationship (1a) except for
the factor equal to the ratio square of eigenfrequency and excitation frequency. This factor
explains the nature of power—energy relationship with respect to frequency: below a resonance the
kinetic energy is overestimated by the input power, while above a resonance it is underestimated.

The potential energy of a single-degree-of-freedom (dof) system is related to its kinetic energy
via the same frequency ratio factor as appearing in Eq. (5)

B =E(7). ©
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where w, is the resonant frequency. Since any multi-dof system can be represented as a canonical
circuit of a series of single-dof systems, [13], it could be argued that the modal relationship
between the potential energy and input power can be obtained by inserting Eq. (6) into Eq. (5) to
yield

Py =20n,ep,. (4¢)

As a matter of fact, Eq. (4¢) is valid for any system with N degrees of freedom. This in turn gives

P= 217pr. (7)

The last equation is free from the frequency weighted factor appearing in Eq. (5). It will hold
exactly, as long as the loss factor is the same for all modes. An alternative validation of this central
relationship will be provided in Section 3 using a non-modal approach.

Eqgs. (1) and (3) are valid for the whole structure exhibiting resonant behaviour. These cannot
be applied at the local level, i.e. for an analysis of energy distribution within a structure.

The modal character of the local energy distribution can be examined only in some general way,
see Appendix A. At a given response point the unit energy flow, the intensity, can be represented
in modal terms as a double sum of a series, Eq. (A.8). It has been shown that different modes and
different excitations (if more excitations exist than a single one) interact in the local distribution of
energy flow. The energy flow will exist even if there is no dissipation, i.e. # =0, providing that
more than one excitation acts on the body.

2.1. Example 1: energy and input power of a rectangular plate

To examine the validity of expressions (3a) and (7) which relate the kinetic and potential energy
to the input power, flexural vibration of a rectangular plate made of plexiglass will be analysed.
The plate is taken simply supported along two shorter edges and simply guided along the
remaining edges, Fig. 1. The plate parameters are: Young’s modulus £=4.95 GPa, mass density
p=1150kg/m>, Poisson’s ratio v=0.303, loss factor linearly increasing with frequency between
n=1% at 0Hz and 3% at 1kHz, thickness #=20 mm, length ¢=0.5m, width »=0.35m.

The plate is assumed to be driven by a force acting across a massless lever of length d=10cm
oriented at an angle o =45° with respect to the longer edge. In this way the excitation transmitted
to the plate consists of a normal force and a bending moment acting at the same point. To make

B
-
3
0%

Fig. 1. Model of a rectangular plate
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the computation simple, the plate is aligned with the x—y Cartesian system. The excitation position
has been arbitrarily picked out at: x,=0.155m, y,=0.143m relative to one of the corners.

The choice of non-homogeneous boundaries, dual-type excitation and variable damping was
made simply to distract the reader from the omnipresent simply supported, constant damping,
pure force excitation case.

Under the chosen boundary conditions:

x=0andx=ua: x=0and62u/6x2=0,
y=0andy=b: 0u/dy=0anddu/dy’=0

the eigenvalues and the normalized eigenfunctions can be readily evaluated

[B X q/ 2 q// 2 . q/TCX q//ny
a)q/q// = WTC [(z) + (? N ¢q/q// = 5 Sin 7 COS b 5

¢ =123., ¢ =01203.

with B' and m” the flexural stiffness and unit surface mass while 6 = 20+1€@)/2 The modal
excitation comprising the force and moment loading will be in this case

a ! ! a ! !
P44 4 Fa sin(2) 7
ox oy

fq/qr/ = F¢q/q// + Fd COS(O()

2F {sin(;cx)cos(rcy) +dn %/cos(oc)cos(;cx)cos(;cy) - %cos(oc) sin(ky) sin(rcy)} },

/ /!
o= L0 g, =1 e 12,30, ¢ =0,1,2,3...
a b
where the term in square brackets is due to moment loading of the plate Fd split into two
orthogonal components. With the eigenvalues and modal excitations identified, the modal
displacement amplitude U, defined by Eq. (2a) becomes fully known.
The unit-surface potential energy of a flat plate reads [14]

2 2 2
o%u o%u %ud’u %u
— — 20———+2(1 — .
<@x2> i <8y2> T Paage Y <@x6y>
By expanding in modal series using the defined eigenfunctions and integrating across the plate
area with the aid of orthogonality, the modal components of potential energy are found to be

equal to
q 2 .\ g 2
a b
The expression (4a) predicting the relationship between the modal kinetic energy and the modal
net input power is thus proved in this case. The modal net power is given by Eq. (4b).
Fig. 2 shows the global energy in plate (a) and the net input power (b) under a 100 N force

excitation. The energy plot shows the total energy (i.e. the sum of kinetic and potential energies)
as well as the Lagrangian energy (i.e. the difference of the two). Showing the total and Lagrangian

1

B _,
epqq = Z”

m
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Fig. 2. (a) Energy of a flat plate. Thick line: total energy, thin line: positive values of Lagrangian energy, dashed line:
negative values of Lagrangian energy. (b) Power in a flat plate. Thick line: net input power, thin line: positive values of
force-supplied net input power, dashed line: positive values of moment-supplied net input power.

energy rather than kinetic and potential energy improves visibility because the latter two overlap a
lot and are not easily identifiable on a common logarithmic plot except at low frequencies where
the kinetic energy rapidly drops with frequency toward zero.

The Lagrangian energy can be seen to be mostly negative (thin dotted line); only at short
frequency intervals closely following the well-isolated resonant frequencies the kinetic energy
exceeds the potential energy. The relative difference of the two energies is the largest between the
resonances.

As there are two mechanisms of power input, force and moment, the total input power will be
the sum of the two. While its net value is identically positive, one of its components—force-
supplied or moment-supplied one—may get negative at some frequencies. E.g. the negative
moment-supplied power means that the force is injecting only one part of its power into the plate,
the other part being taken away by the moment. Plot (b) represents the total input power (thick
line) along with the positive values of its force-supplied (thin full line) and moment-supplied (thin
dashed line) components. A closer look shows that at frequencies ~50 to 100 Hz the moment
drains some power away, while the same applies to the force at ~205 to 260 Hz and ~450 to
500 Hz. The net input power will nevertheless stay proportional to the global potential energy at
all frequencies in accordance with Eq. (7).

Fig. 3 indicates the limitations of the use of simplified relationships between energy and energy
flow. Plot (a) shows the loss factor estimate from the known input power and known global
energy. The other plot shows the relative error in the loss factor estimate for 3 different values of
damping: the reference damping 1% (bold line), 0.1% (thin line) and 10% (dashed line).

Both estimates can be seen to give large errors at frequencies between resonances. At resonances
the matching between the estimated and exact values are good. The amount of damping does not
affect much the accuracy of estimation except at high frequencies where larger damping produces
larger estimation error.

The evaluation of loss factor using the potential energy formulation, Eq. (7), yields its exact
value as expected.
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Fig. 3. (a) Estimate of loss factor in a flat plate via kinetic energy, Eq. (1a) (thin line) and total energy, Eq. (1) (dashed
line). Bold dash-dot line is the exact value of loss factor. (b) Error of estimate via kinetic energy at different values of
mean damping: thin line: 0.2%, thick line: 2%, dashed line: 20%. Vertical lines represent positions of resonant
frequencies.

3. Local distribution of energy and energy flow within a structure

Energy flow balance for an elementary volume of an elastic lossless solid free from volume
forces is given by Poynting theorem applied to elastic solids [11]

%
ot

where ¢ stands for time, e for energy density, I for intensity vector.
Eq. (1) applies to instantaneous values. In a steady-state motion the time-averaged energy
variation is zero. The mean intensity divergence thus vanishes at each point

Oe/0t = 0 = div(I) = 0.

+ div(D) = 0, (8)

In order to make formula (8) applicable to a dissipative solid, a term has to be added equal to the
temporal rate of change of dissipated energy within the elementary volume. In steady-state
motion, the energy density dissipated in unit time thus becomes equal to the negative value of
intensity divergence.

The relationship between the dissipated energy density and intensity divergence, while
providing clear physical justification of the energy loss balance, is of little practical value when it
comes to the relationships between energy density and energy flow (intensity).

Several authors have shown that the following equalities regarding the complex input power Pj,
were rigorously satisfied for a linear solid medium, [11,12,15]

Re(Pin) = Pdiss: (93)

Im(Pyy) = 20(E, — Ey) (9b)

with the symbols Re and Im denoting real and imaginary parts, respectively.
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Some useful relationships between energy variables of a multi-point driven vibrating system
were set up by Bobrovnitskii [16]. These involve the driving point impedance Z(w):

Pyiss = %RC(Z)‘ V2 > (loa)

- _ Z
E, — Ey = Hm <5> V2 ”
Expressions (9a) and (10a) involving the dissipated power Pg; are self-obvious as these follow
from some basic energy balance. The remaining expressions involving energies are less obvious.
These expressions represent a valuable tool in the assessment of global properties of vibrating
structures. It can be seen that the equation for energy difference in Eq. (10b) corresponds to Eq.
(9b). 1t is strictly valid. The equation for energy sum in Eq. (10b) is only an approximation. It is
strictly valid only for a system with no losses.

The limitation of Eq. (10a,b) is in the nature of excitation (single point). Besides, the expression
for the sum of energies is approximate only, not applicable to all frequencies. In a later paper the
same author has improved the approximation but the limitation to a single input remains [17].

. oV
. E,+ Er~{Im <—> V2. (10b)

3.1. Explicit formulation of energy density and intensity (fundamental relationship)

A basic relationship is established in Appendix B, linking the energy density and energy flow in
an elastic damped structure, Egs. (B.16) and (B.17). The kinetic and potential energy densities are
evaluated explicitly, not only in terms of their difference. The analysis is made using an engineer’s
rather than a physicist’s approach which was judged to be more appropriate to the readers. Thus
classical expressions for displacements, stresses and strains were employed instead of more
condensed tensorial ones which comprise summation conventions. While the expressions for an
1sotropic and homogeneous medium were used throughout, the results are valid for any linear
medium providing the damping stays isotropic. The loss factor can have arbitrary frequency
dependence but has to comply with the concept of complex elasticity modulus.

To start with, the notion of complex energy flow is introduced. The density of energy flow, i.e.
the intensity, is given as a linear combination of products between stresses and velocities, (B.6).
Under the complex notation used to represent sinusoidal time variations these (real) products are
transformed into complex products between stress amplitudes and conjugate velocity amplitudes.
The real part of complex energy flow corresponds exactly to the temporal mean value of true
energy flow, i.e. to the net energy flow.

The divergence of complex intensity vector I and the kinetic and potential energy densities, e,
and e, were shown to satisfy the following equation:

V-I=Re(V-D)+jIm(V-1) =2w[e,( —n) — jex]. (11)

In evaluation Eq. (11) the loss factor was accounted for via a complex elasticity modulus as
defined by Cremer et al, [18]. Eq. (11) is thus very general as any damping in a linear, sinusoidally
vibrating system can be represented by an appropriate complex elasticity modulus [13]. It has been
assumed that the loss factors relative to compression and shear moduli are identical, equal to # in
Eq. (11). Such isotropy of damping is indispensable if Eq. (11) is to stay simple.
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Assume the loss factor n be constant across the whole vibrating object. By integrating over the
body volume and applying the Gauss—Ostrogradsky formula the following result is obtained:

Pm=—/1-nd5=—/ div(l) dV = 2w [jEx + (1 — )E,). (12)
S 14

Thus kinetic and potential energies of the vibrating body can be expressed as simple functions of
total complex mechanical power supplied:

_ Re(l_’m)
P 12¢
: ot (12a)
_ Re(P Im(Py,) _ Re(Pye
B — e( m)z-f-”l m( m)% e(Pine )’ (12b)
nw 2Znw
- - - I Pin
P—F—F = m(Pin) (12c)
2w

Eqgs. (12a) and (12b) show that the equivalence of power exchange and energy in steady state is
related to the potential energy only. The simplified expression (1a) involving kinetic energy is not
correct, in particular where the local field variables are concerned. Yet the use of the local kinetic
energy to express the local power dissipation is fairly common. While one part of losses of a small
portion of a vibrating structure could indeed be attributed to its motion and thus to its kinetic
energy, such as losses due to sound radiation, it seems unphysical to link the internal losses to
kinetic rather than potential energy.

The loss factor for typical structures is very small. However, this should not imply that the
second term in the numerator of Eq. (12b) could be neglected as the imaginary part of input
mechanical power could often be much larger than the real part. Close to resonant frequencies the
imaginary part is small in comparison to the real part and consequently the kinetic and potential
energies will become almost identical at resonance.

If the loss factor is not constant over the vibrating body, a simple modification of the integral
equation (12) is readily applicable:

Pin =20 (ji + / ne,d V>. (12d)
14

This shows that the product between the local loss factor and potential energy rather than global
values of these two quantities is responsible for energy dissipation within the structure.

Egs. (11) and (12) hold strictly at all frequencies. These equations are not of statistical nature,
thus no additional frequency averaging is needed. Obtained by direct integration of fundamental
elasticity relationships they do not rely on limitations of modal approach. The only assumption
was that on material linearity and on dissipation which was taken in the form of an isotropic,
frequency dependent, internal loss factor. This makes Eqs. (11) and (12a—d) applicable to finite as
well as infinite systems, to stationary vibration as well as to wave fields.



G. Pavic | Journal of Sound and Vibration 281 (2005) 45-71 55
3.2. Example 2: energy in the field of Rayleigh waves

To illustrate the basic energy relationship (11) applied to the case of wave propagation, a simple
example will be considered: that of two Rayleigh waves travelling in opposite directions in a semi-
infinite solid. The computation of energy density and intensity was done using a procedure
outlined in Appendix C (Fig. 4).

The material constants chosen correspond to light concrete: shear modulus G=1.5 GPa, mass
density p=1300kg/m?>, Poisson’s ratio v=0.25 and loss factor n=1.5%. The amplitude of the
wave travelling in a negative direction was taken as 80% of that travelling in a positive direction.
The phase between two waves is 90° at the reference position which is the centre of the displayed
area.

The displayed area represents a cross-section through the solid, perpendicular to the free
surface (top) and parallel to wave travelling direction, Fig. 4. The size of this area is 2.5m in
length and 0.5m in depth.

Fig. 5 shows the kinetic (top) and potential (bottom) energy densities across the section at
1000 Hz, computed using the formulae presented in Appendix C. The free surface is at the top
boundary. One can see that the two energies are very unevenly distributed with respect to each
other. The mismatch between the kinetic and potential energy densities seen in Fig. 5 is typical of
these quantities. Thus kinetic energy cannot be used as an indicator of the locations of internal
losses.

Fig. 6 shows the real and imaginary part of time-averaged complex intensity vector in the
selected cross section. The net energy is seen to flow almost in parallel with the surface. The
imaginary part of intensity field has a strong vertical component which is deviated in the direction
of the surface only very close to it. This case demonstrates how difficult would it be to try to
establish an intuitive link between the energy density and energy flow.

The intensity was computed using Eq. (B.6). Its divergence was then evaluated by applying
numerical differentiation to the field quantities entering intensity formula (B.6), using the x and y
increments equal one millionth of the wavelength of shear waves. This was done to guarantee a
straightforward check of the established relationships between energy and energy flow.

PAA

Fig. 4. Coordinate system used in the analysis of propagation of Rayleigh waves.
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Fig. 5. Kinetic (top) and potential (bottom) time-averaged energy densities in the field of oppositely travelling Rayleigh
waves. Material: light concrete, frequency: 1 kHz. Cross-section shown perpendicular to the free surface. Section area
2.5x0.5m.
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Fig. 6. (a) Real part and (b) imaginary part of complex intensity vector in the field of oppositely travelling Rayleigh
waves in a semi-infinite solid. Same parameters as in Fig. 5. Section area 0.8 x 0.5m corresponding to the leftmost
position on Fig. 5.

Fig. 7 shows the real and imaginary parts of intensity divergence obtained by the numerical
differentiation. With the actual value of loss factor, 1.5%, and the frequency of 1 kHz, the basic
relationship (11) was shown to be perfectly valid.

The previous example clearly demonstrates that kinetic and potential energies can mutually be
of very different values locally. Since potential energy is matched to net intensity divergence, this
energy can serve as a reliable indicator of local energy loss distribution within a structure.

4. Non-uniform distribution of damping

The purpose of the next analysis is to investigate how an uneven distribution of damping within
a system affects the relationships between the kinetic and potential energies and the input power
to system (12a)—(12c). The analysis will be done on a linear system with lumped parameters as an
uneven distribution of damping within such a system can easily be modelled analytically.
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Fig. 7. Real part (top) and imaginary part (bottom) of complex intensity divergence in the field of oppositely travelling
Rayleigh waves in a semi-infinite solid. Same parameters as in Fig. 5.

The system is analysed in Appendix D. It was shown that the global energy—power relationships
hold providing the damping in the lumped dampers is proportional to the stiffness of the
compliant elements. The damping can display an arbitrary frequency dependence but this
dependence has to be the same for all dampers.

The principal advantage of the simple energy—power relationships (12b—d) is their independence
of excitation. In cases where the damping satisfies the stiffness proportionality criterion, the three
relationships, once established, will hold for any excitation. This is of particular value in all cases
where the structure is excited at more than a single point.

In reality damping will rarely be uniformly distributed or stiffness proportional across a
structure. It is worthwhile to find out how useful relationships (1), (1a) and (7) can be if applied to
such a case. This will be illustrated through the next example.

4.1. Example 3: multi lumped parameter system with non-proportional damping

Consider a system consisting of 6 masses each of which possesses one. Each mass is connected
to each other as well as to the ground by a hysteretically damped spring and a viscous dashpot.
Each mass is excited by a force. The forces are of unequal amplitude and phase.

The mass and stiffness were chosen at random, using a random number generator. The mean
values were then adjusted to 1kg and 3 x 10°N/m, respectively. In this way the majority of
resonant frequencies (five) entered the frequency range of analysis: 0—1 kHz. The excitation
amplitudes and phases were equally chosen as random, between 0—1 N and 0-2mw, respectively.

To start with, the damping was assumed to be zero. Fig. 8 shows the normalized difference
between the kinetic and potential energies defined as the ratio of Lagrangian and total energy,
hereby named for simplicity the “Lagrangian coefficient”. Plot (a) shows the spread of this
coefficient obtained by randomly varying the excitation forces 1000 times. It can be noticed that
the Lagrangian coefficient of such a conservative system is zero at resonant frequencies. This was
fully expected in accordance with the Rayleigh’s principle.
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Fig. 8. Normalized difference of kinetic and potential energies in an undamped 6 dof system. (a) Spread of values
obtained using 1000 different excitation conditions. (b) Case of 3 randomly chosen excitations. Vertical lines: resonant
frequencies.

Plot (b) of Fig. 8 shows the Lagrangian coefficient for 3 distinct cases of excitation, chosen
at random. It can be seen that the coefficient traverses each resonance at a positive slope,
1.e. just below the resonance the potential energy is larger than the kinetic energy while the
opposite applies just above the resonance. It follows that in-between any two resonances there
exists a non-resonant frequency at which the two energies are equal. However, these off-resonant
frequencies are not invariant of the system but depend on excitation distribution as clearly seen
from Fig. 8b.

The presence of system damping changes the condition of equality of two energies: this occurs
at frequencies shifted with respect to resonant frequencies. The shift is stronger the higher are the
frequency and the damping.

In the following step the damping was adjusted to the proportionality criterion. The hysteretic
loss factor was taken as 2% for all springs, while the damper rates of dashpots were made
proportional to the corresponding spring stiffness. The viscous damping rate was chosen in such a
way to give the same damping effect as the hysteretic damping when averaged over the analysed
frequency band. This resulted in the average damper rate of 19.1 Ns/m.

As expected, Eqgs. (12a) and (12b) were found to hold exactly at all frequencies.

The spring loss factors and the damper rate of dashpots were then randomly dispersed, still
keeping the same mean values as in the previous case. Fig. 9 shows the total energy, Ej + E,, and
the Lagrangian energy, E;—E,. One can notice that close to resonances the difference of the two
energies attains highest values in an absolute sense, but still lowest values in a relative sense.

To further examine the relationship between system energy and supplied power a global loss
factor of the system had to be established. The simple half-power bandwidth technique was used
for this purpose. Applied to the driving point mobility of the system, supposed accessible, this
technique gives an estimate of the loss factor at resonance frequencies. By averaging over all input
mobilities and by linearly fitting the results, the system’s loss factor in the case considered was
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Fig. 9. Global energy of a non-proportionally damped 6 dof system. Thick: total energy, thin: positive values of
Lagrangian energy, dashed: negative values of Lagrangian energy.

found to be equal to (the demonstration is straightforward and will thus be omitted):
n = 0.02 + 0.04//1000

which matches well the selected values of the hysteretic and viscous damping.

Fig. 10 shows the dependence of the Lagrangian coefficient of the 6 dof system on damping at
the upper part of frequency scale. To get a variation in damping the initial damping values were
first increased by 2 and then by 5 times. The difference between the two energies is clearly
increasing with the damping increasing. At higher frequencies and high damping the potential
energy is always higher than the kinetic one.

With the fitted value of global loss factor, the potential and kinetic energies were estimated
using Eq. (7), (12b) and (la). Fig. 11 shows the results. The estimate of potential energy is
reasonably good, being confined to an error between —20% and 2% throughout the frequency
range. The estimate of kinetic energy via Eq. (12b) is of the same quality except at frequencies
below the first resonance where the error attains unacceptably high values which increase with the
frequency descending to zero. The estimate using Eq. (1a) gives unacceptable results even above
the first resonance.

The error values in Fig. 11 apply also to an inverse case, that of estimating the loss factor via the
potential energy and input power values. It should be noted that the exact value of system’s loss
factor is unknown, as this value is not prescribed in any obvious way but depends on the definition
chosen. The matching between the estimate based on potential energy formulation (7) — thick
curve, and the linearized estimate of loss factor defined previously can be considered as fairly
good. The estimate which relies on kinetic energy, Eq. (1a) — thin full line, gives unacceptable
results not only below the first resonance but at some higher frequencies as well. As such an
estimate is used in the power injection method, e.g. [19], it could be worthwhile examining its
accuracy.
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Fig. 10. Normalized difference of kinetic and potential energies in a 6 dof system in dependence of damping. Dash-dot
line: no damping, thick line: rated damping; thin full line: rated damping x 2; dashed line: rated damping x 5. Vertical
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Fig. 11. Error in estimating the global energy of a non-proportionally damped 6 dof system using: thick line, potential
energy, Eq. (7); full thin line, kinetic energy simplified, Eq. (1a); dashed line, kinetic energy, Eq. (12b). Vertical lines:
resonant frequencies.

The differences in estimating loss factor by different formulations leads to a question about a
convenient and robust definition of this quantity. Some comments on this subject are provided in
the next section.
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4.2. On the meaning of global loss factor in systems with non-homogeneous damping

Following the line of the previous example, an analysis will be made of the damping in the
system with the objective to examine the definition of the global loss factor in this particular case.

The classical energy-based definition gives the loss factor as the ratio between the energy lost
during one cycle of vibration and 2rn x the reversible mechanical energy. Eq. (11) follows this
definition. While the energy formulation has a clear physical meaning where an elementary
volume of solid matter is concerned, this meaning changes if the same formulation is applied to a
global system exhibiting resonances.

Three energy definitions of loss factor were tested corresponding to Eqgs. (1), (1a) and (7). The
difference between the three is in the type of energy involved. The basic definition comprises the
sum of kinetic and potential energies, Eq. (1), the “‘simple” definition replaces the total energy by
twice the kinetic energy, Eq. (1a), and the present definition, based on (7), uses twice the potential
energy instead.

The loss factor estimations by three definitions were repeated by 1000 consecutive
computations, each with a different distribution of randomly generated excitation forces.
Fig. 12 shows the result of the computation. Shown on the same diagram is the area of
dispersion of loss factor estimates and the standard deviation of estimates normalized to the
mean value.

It can be clearly seen that in the case of non-proportional damping, the loss factor estimate
using the potential energy formulation, (7), gives much better results than the classical
formulation which just vaguely indicates the correct trend of the global loss factor with
frequency. The estimate via the kinetic energy is not only much inferior to the former two, but
shows the frequency trend which is contrary to the true value.

In view of the established link between the net power input and the product loss factor —
potential energy density, it could be argued that a ““natural” definition of the global loss factor in
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Fig. 12. 6 dof system: statistics of loss factor estimation based on 1000 randomly chosen force distributions. (a) Kinetic
energy formulation, Eq. (1a); (b) classical definition, Eq. (1); (c) potential energy formulation, Eq. (7). Shaded area:
estimation spread; solid line: normalized standard deviation of estimation. Vertical lines: resonant frequencies.
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systems with an uneven damping distribution could be deduced from Eq. (12d):

_ Jyne,dV Re{Pin}
- [yedV T 20E,

Re{Pin} =2w /V hep dV = 2w’7globa1E[7 = nglobal (13)

Defined in such a way, the global damping integrates conveniently the dissipation properties of a
vibrating structure. However, while Eq. (13) is exact mathematically, it is of very modest practical
importance: the global damping is not an intrinsic property of the structure but depends on the
excitation as well. This is clearly demonstrated through the preceding examples.

Eq. (13) takes the distributed damping in an accurate way which in turn makes the global loss
factor excitation-dependent. The conclusion is that the internal dissipation expressed via a global
loss factor intrinsic to a given structure cannot be established, at least not in a unique way, unless
the damping is homogeneously spread across the structure.

5. Conclusions

The energy flow can be linked to the system energy in a fairly straightforward way. Locally, the
mean intensity divergence is proportional to the product of internal damping and potential energy
density. If the intensity is represented in the complex form, the imaginary value of intensity
divergence is proportional to the mean Lagrangian energy density at a given point.

On the global level, the temporal mean value of the total vibratory power input to a structure is
proportional to the product between the loss factor and the global potential energy if the damping
is isotropic and uniformly distributed within a structure. In such a case the global potential energy
can be obtained from the known input power to the structure and the known loss factor. If the
damping is not uniformly distributed but stays isotropic, an integral representation based on the
product of the local loss factor and potential energy density is applicable, Eq. (12d). In this case
the simple power — energy relationships, (1), (1a) and (7), are expected to hold approximately for
potential energy but not necessarily for kinetic energy.

It has been concluded that the internal dissipation in a linear structure having the damping
unevenly spread across it cannot be expressed via a unique, frequency-dependent global loss
factor. Such a loss factor necessarily depends on the excitation and thus is not invariant of the
structure itself.

The established proportionality between the net intensity divergence and the potential energy
density can be used for an enhancement of experimental vibration analysis by

(1) Identifying “hot spots’ within an elastic structure which, if locally damped, can be best suited
for global vibration reduction. Such an identification can be done by measurement of potential
energy distribution which is a task easier by far than any direct measurement of intensity
divergence. This approach has been successfully checked by the author using computer
simulations in the cases of vibrating beams and plates.

(2) Improving the robustness of energy flow measurement within a structure. Normally, the
measurement of vibration intensity fails close to sources or discontinuities. The quantities
needed to compute vibration intensity from measurement data are sufficient to compute the
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potential energy density as well. The latter can be converted into intensity divergence which
can be used in turn to check and rectify the obtained intensity maps.

Appendix A. Global energy and power using modal approach

According to Eq. (2a), the mean square velocity in a point x reads
Jitx, ) =2 ZZU Uy (0),(x). (A1)

The kinetic energy of the system is half the volume integral of the mean square velocity weighted
by the mass density

Ep = % /V p(x) i, )| > d V. (A.2)

By inserting Eq. (A.1) into Eq. (A.2) and reverting the order of summation and integration one
gets

2
= %Z > U / P(X)P, (), (x) dV. (A3)
q ¢ 4

Since ¢, are normalized eigenfunctions, the integral in the expression above divided by the mass m
becomes equal to Kronecker’s operator in view of modal orthogonality. The kinetic energy thus
becomes equal to a single modal sum

2
:%Z‘Uq‘z. (A.4)
q

The active input power is the sum of the product of external forces and the corresponding
velocities

=1Re (Z Fn(w)vn(w)*> . (A.5)

Upon expressing the velocity by its modal sum, Eq. (2a), applied to the excitation positions z,, and
changing the order of summation in Eq. (A.5) the following is obtained with the help of Eq. (2b)

I_) = %RC (Z U; Z Fn(w)¢q(2)1)> .
q n

By rearranging the complex terms, the final expression for the time-averaged power assumes the
following form:

- Z 20, (A.6)
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The local value of the net power within the vibrating body, the intensity, can be assessed using
modal summation too. The intensity is a vectorial quantity. Each component of intensity vector
will be given as a sum of terms, each term being a product of a stress and a velocity component,
(B.1). The stress itself is a function of displacement derivatives and involves elastic constant(s).
Thus each term of each net intensity component can be represented as

= —IRe{ DO[u(x, »)][jou(x, w)]'} = Re{DZZ U,U%0 [qﬁq(x)] ¢q,(x)} (A7)

with D= Dy(1+jn) being the corresponding elasticity modulus and @ a differential operator
which relates the stress to the displacement.

Contrary to the expressions for global energy and power input, formula (A.7) cannot be
reduced to a single modal sum. It can be further rearranged to show the influence of damping to
local energy flow more explicitely:

= w—Dz Z @(¢q)¢q/ [”Re(quz’)(o‘qq’ + ﬂqq’) + Im(quz’)(aqq’ - nﬁqq’) )
9 4

i} (0] — )0y — *) + nojo;

qql = 5
[(w2 — ?)* + n*oll(w; — ?)* + oy

(W), — )

[(@2 — ) + Pl — )’ + o]

(A.8)

'qu’ =

The damping in a mechanical system thus produces an inter-modal coupling in the local energy
flow. The nature of Eq. (A.8) is fairly complex as the stress function ® cannot be universally
reduced to modal parameters. As the coefficient « and the real part of modal force product are
even functions with respect to the modal indices ¢ and ¢’ while the coefficient f and the imaginary
part of modal force product are odd functions

Ug =g Re(fy f) =Re(fy 1), Boy = =Bygdm(f /) = —Im(fy f)

Eq. (A.8) could be further simplified if the product ©(¢,)¢, was itself either an even function or
an odd one. This will depend on the case considered.

It should be noted that in the absence of damping the net intensity assumes a simple modal
form

O(dp ) Im(f, f7)
2m222 @ (A.8a)

wz)(a)q, —w?)’

The last expression shows that the energy flow will exist even if the structure is lossless. If
however the excitations are in phase or 180° out of phase there will be no flow of energy in such a
structure.
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Appendix B. Energy density, intensity and intensity divergence

Assume for simplicity Cartesian coordinates. At a particular point the vibration displacement
can be represented by its x,y,z components

u = i+ uyj+ uk.

The strains are spatial derivatives of displacements. Shown below are the relationships only for x-

direction: analogous expressions are valid for y and z directions through subscript permutation
Ou, Ouy,  Qu,

Sxxzaagyy:"',gzzz ..,gxyzgyxzE aaSyZ:52y="‘,Szx=8xz=“' (B])

Equation of motion (equally shown for x-direction only)

00 1« n 00y, 00,

= piiy. B.2
0x oy 0z pilx (B.2)
The instantaneous kinetic and potential energy densities read
e =1Lp <u2 +il + u2> (B.3)
€p = HOxxbxx + OpypEyy + O824 Oxpeny + 0128y + Ooxtny). (B.4)

The intensity vector can be represented by its orthogonal x,y,z components

I=1i+1,j+ Ik (B.5)
The intensity component in x direction reads
I, = _(Gxxax + O-xyay + O-le;lz) (B6)

with the negative sign taken to represent the sense of energy flow in a correct physical way. The

intensity divergence is

— % + % + ol .
ox 0Oy Oz

By carrying out the differentiation in Eq. (B.7) and making use of equation of motion (B.2) as well

as of strain—displacement formulae (B.1) the following is obtained for intensity divergence:

V-1 (B.7)

Vil=— [p(i’zxax + il.yuy + izzaz) + Oxxéxy + nyéyy + 026 + O-xyéxy + O-yzéyz + O-zxézx] . (BS)

Egs. (B.1)-(B.8) represent instantaneous values of field quantities. The only assumption made so
far is that of material linearity. To simplify further steps material will be assumed homogeneous
and isotropic. Generalised Hooke’s law then yields simple stress—strain relationships

Oxx = (10 + 2,“0)‘9xx + i0(8yy + 822)) Oxy = Hoéxy, Oyxz = Hpéxz, (B9)

where g and o are Lamé’s constants of lossless material.

The Hooke’s law characterizing a linear elastic solid provides linear relationships between
strains and stresses. In a dissipative solid exhibiting vibration the instantaneous stresses and
strains are not proportional. In order to keep the proportionality, harmonic time variations with
frequency w are assumed. The proportionality between strains and stresses is then applied to
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amplitudes, not to instantaneous values. All the varying quantities can then be represented as
complex. In addition, the elasticity constants have to be made complex too to take the dissipation
into account:

A=lo(L+]jn), w=uy(1+jn) (B.10)

Using Eq. (B.9) in complex form, different products in (B.4) can be expressed in terms of complex
strain amplitudes and grouped in the following way:

Oxxéxx + Oyy&yy + 028 = (/1/2 + ,U)Fl + )LF2, Oxybxy + OyzEyz + Ozxézx = H/2F3a

— -2 -
=) =) =)
S| T2 =

=2
=zz

2
X

(B.11)

Iy =25+

=2
“‘yy} +

— — =% - %
> F2 = Re(‘:xx‘-:yy + :Jyy:u" + :’Zdex)’ F} =

2

where the symbol Z stands for complex strain amplitude. Note that all I" terms are real.
The time-averaged potential energy density corresponds to the real part of amplitude products
involved, thus

&y = §[(0/2 + )Tt + ZoL'2 + 1o /213 (B.12)

The time averaged kinetic energy is obtained from Eq. (B.3) in terms of displacement amplitude
squares

2
& = [| 03]+ |u] + |0

]‘ (B.13)

By expressing the time-averaged intensity divergence in complex form, comprising the substitution
of time derivatives by jo multiplication, and by applying Eq. (B.11) the complex form of intensity
divergence is obtained from Eq. (B.8) as

V= —jol (|02 +| 03] + |02

) [2+i0[(/2+ W + A0+ p/20s]. (B.14)
Splitting Eq. (B.14) into its real and imaginary parts yields

Re(V-1) = —nw|[(Z0/2 + p)1 + Z0l2 + 1y /215,

Imv-1) = - (\ Ul + ]Uﬁ\ + |U§\)/z + 0[(o/2+ )1 + Aol + 1o/2T5].  (B.1S)

By comparing Eqgs. (B.15) with (B.12) and (B.13) it can be seen that the complex intensity
divergence fully determines the energy density within an elastic vibrating object

Re(V - 1) = —2nwe,, (B.16a)

Im(V-1) = —20(& — &,) = —2wl (B.16b)

¢ being the Lagrangian density, £ = ¢, — e,.

The last two equations represent a fundamental relationship between energy and energy flow in
an elastic structure. The assumptions used are quite weak: the material should be linear while the
internal energy dissipation should match the concept of complex loss factor. It should be pointed
out that no assumption was made as to the frequency dependence of loss factor. In particular, the
loss factor does not have to be frequency independent. It can obey any frequency dependence, but
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has to be the same for the entire structure and for all kind of deformations. The condition of
material isotropy and homogeneity is not essential and can be removed at a cost of resorting to
relationships used in physics of solids.

The divergence—energy relationship (B.16) was obtained using Eq. (B.2) which applies to zones
free from external excitation. The net divergence is seen to be always negative. The result is thus
physically clear: in excitation-free areas the power is always lost by dissipation.

Appendix C. Energy density and intensity of a surface wave field

Let the position of the x—z plane of a Cartesian coordinate system coincide with the free surface
of a semi-infinite solid. The wave propagation is chosen such to take place along the x-axis, Fig. 4.
Two surface (Rayleigh) waves of unequal amplitudes are supposed to travel in the opposite
directions.

The wave field variables can be derived from two functions: one velocity potential @ and one
stream function ¥, [20]. The first represents dilatational waves travelling at the speed ¢, the
second one represents shear waves travelling at the speed c,:

G 42 21—
csz\/:, Y - Y U} (C.1)
P o 1—2v

A harmonic positive propagating wave will be represented by the following pair (exponential time
factor omitted):

D = Age Y, W = eI, (C2)

Here s stands for the wavenumber projection in the x-axis which has to be the same for both the
dilatational and shear waves. The wavenumber projection in y direction is necessarily imaginary
for both waves, meaning that the motion from the surface will decay exponentially in the depth.
The wavenumber triangle rule has to be satisfied, giving the (real) values of ¢ and ¢:

g=\/s>— /3, g=/5*—?/ (C.3)

since s> w/cy>m/cy. The character of surface waves imposes constraints on the wave motions,
which results in an equation giving s as its real root:

457 \/(s2 — 022N — 0?/c2) = (0?2 — 25%)°. (C4)

Finally, the amplitudes of @ and ¥ functions cannot be independent, but have to satisfy the next

compatibility condition:
A 25y /8% — w?/c
oY ‘_x. (C.5)

Ag ) 252 —w?/2

Given one of the two amplitudes, both functions @ and ¥, and thus the whole field, become fully
defined via Egs. (C.1)—(C.5). The x and y components of particle velocity of the Rayleigh wave
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read, [20]
_ 0@ oY . 09 Y

== (C.6)

“““&Jr@’ uy_ﬁy Ox '

The formula (C.6) holds for a wave travelling in the direction of positive x axis. A wave moving in
the negative direction must have the x velocity component of the opposite sign while its y velocity
component has to be the same as for the positive wave. These two conditions allow the
construction of the total field, i.e. the sum of two waves in the following way:

D = Ap e Y 4 Lo Y =D, +P_,
V= Ag, e Y 4 Ly Y = X(Agpe Y — 4o ) =@, — P (C.7)
The complex amplitudes of particle displacements and strains can be now readily evaluated
1.
Uy = jz[—]s(du — D)+ g — ¥l

1 .
Uy = (@ + @)+ js(W + ¥))

([I]
Il

1 .
xx JE [_32(¢+ + &) —jsg(¥i + W*)]a

1
Il

[x

1 .
(P + D) +js g(W i + W),

Yy JQ)

[n
Il

1 .
xy ]E [—2JS q( Dy — D)+ (s> + g )Py — lp—)]- (C.8)

The stresses can be computed from the known strains using Eq. (B.9) and setting z-dependent
terms to zero. To allow for the damping in the material, the elasticity constants have to be made
complex. According to Eq. (C.1) this will yield velocities of dilatational and shear waves complex
too, and consequently all the expressions Egs. (C.3)—(C.5) have to be adjusted for complex ¢, ¢,
s, ¢ and g¢.

Finally, the kinetic and potential energy densities can be computed using Egs. (B.13) and
(B.12), while the intensity follows from Eq. (B.6) applying the complex elastic constants.

Appendix D. Energy and power in a lumped-parameter system

The energy analysis of a multi-dof system with lumped parameters can be done by considering a
2 dof system first. The results can be then easily generalized.

Fig. 13 shows a linear 2 dof system. Each of the two masses is grounded via a spring and a
dashpot. The two masses are also linked mutually via a spring and a dashpot.

The damping force in the dashpot is supposed to be linearly related to the relative
displacements of the two ends:

Fdamp = .W Urel, V= '))(CO) (Dl)
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Fig. 13. 2 dof system.

By allowing an arbitrary frequency dependence of the damping function vy, any type of linear
damping can be taken into account. For example, hysteretic damping is obtained by setting
v = kn while viscous damping corresponds to y = cw with k and » denoting the stiffness and loss
factor of the associated spring while ¢ stands for viscous damper rate. A viscous dashpot in
parallel with a hysteretically damped spring will give the damping function y = kn + co.

The damping functions of the three dampers are assumed to be mutually different. The
following expressions can be obtained for the kinetic energy, potential energy, net input power
and imaginary input power:

1

E = 4|D| —— [c1|F}| + 2| F3| + 26, Re{ F1F3} + 2¢,Im{ F| F}}],

Er = 4|D|2 [é‘ |F3| + &|F3] + 28 Re{F1F3} + 2&Im{F\ F3}],

Re{P;} = (B |FT| + Bo|F3| + 2B.Re{ F1F3}],

2|D|2

Im{P;} = 2|D| s [B il‘Fﬂ + ﬁiZ‘F%‘ + 2B Re{F\F3}],

D = (4 +Jy)(Aa +]72) + (k + )[4 + 22 + (1 + 7)) (D.2)

Using the abbreviation 4 = k — w?m after some tedious exercise the coefficients of Eq. (D.2) can
be found as

o =ma? [(Go + k)7 + (5, + )] + (K +97),

& = ma? (A + k) + () + )] + (K +97),

& = m*(lak +p27) + MGk + 917) + (1 + my)* (K + 77,

g = Mo’ (yok + A29) — Mo (y,k + Jay), (D.2a)

& =k [(Ga+ k)7 + 0+ )] + kall +97) + k(23 +73),

& = ko[ + k) + (1 + 9] + k(K +9) + k(] +97),

& = k(kiky — mymaw* = y17y) + p(kiyy + kayy) + (ky + ko) (K +77),

& = [k(myy, — may) — y(miks — moky)], (D.2b)
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B =71 (G2 + k) + (72 + )] + 72k +9) + 9(23 + 93,
Bo =72 [C1 + K+ (y + 9] + 91K +97) + 905 +93), (D.2¢)
B, = k(A1y, + A2y1) — y(Aida — 9192) + (91 + 3’2)(k2 + Vz),

B = =i [a + k) + 0y +9)] — Za(k® +9%) — k(3 + 93),
B = =720 + k) + Oy + )] — 4K +9) — k(] +93), (D.2d)
Bi = —y(A1y, + Aoyy) = k(Zia — y1yp) — (A1 + ;Lz)(kz +77).

An expression analogous to Eq. (D.2) would apply to a system having more degrees of freedom
than 2, only the number of terms would be larger. For an N dof system, there would be N direct
terms and N(N—1)/2 cross-terms. The coefficients (D.2a)—(D.2d) would be exactly the same. Thus
the present analysis can be considered as being universally applicable to all linear lumped-
parameter systems.

By comparing coefficients (D.2a), (D.2b) and (D.2d) the following equalities can be established:

si—¢ =81 92—-=PFn —¢=p c—&=0. (D.3)

When inserted into Eq. (D.2) these equalities confirm the validity of the relationship between the
total Lagrangian energy of the system and the imaginary part of input power to it, (9.d). This
relationship is valid as long as the system is linear, no matter what is the nature of damping and
how is the damping is distributed within the system.

By looking at Eq. (D.2), it can be seen that the expressions for the kinetic and potential energies
contain a term involving the imaginary part of the product between the excitation forces. The
input power does not depend on this product, yet the imaginary input power is strictly
proportional to the difference of two energies. The reason for this apparent inconsistency becomes
obvious when the coefficients ¢; and &; which multiply the imaginary power term are examined
more closely: the two are equal, thus making their difference vanish, see Eq. (D.3).

Regretfully, the relationship between the potential energy of the system and the active input
power cannot be obtained for any arbitrary linear damping. In particular, the contribution of the
imaginary power term appearing in the expression for potential energy is not compensated for in
this case and will thus produce already on its own a source of unbalance between the coefficients
of potential energy and active power. Other corresponding coefficients will not be identical either,
thus the equality between the potential energy and the weighted net input power will not hold in
the case of arbitrary system damping.

Formally, the damping function y of any spring—dashpot pair, as defined by Eq. (D.1), can be
represented as a product of a non-dimensional coefficient n and the spring stiffness. In a general
linear case n will be frequency dependent and different for each spring-dashpot, see (D.1):

Vi = niw)k;. (D.1a)

Now, if the coefficient #(w) is the same for each spring-dashpot pair
7i = n(w)k; (D.4)
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the corresponding coefficients in the expressions for potential energy, &, and net input power, f,,
become strictly identical, while the non-compensated coefficient £; becomes zero

61 = ﬂrl: 62 = ﬂr2v ir = ﬁr: éi = 0. (DS)

In this case, clearly, the simple relationship between the potential energy and the net input power,
(12a), becomes valid.

The proportionality between the damping function y and the spring rate k, which expresses the
concept of ‘proportional damping’ is often used in numerical modal analysis where it is needed to
apply the eigenvalue solution to damped systems. It should be noted that Eq. (D.4) does not
reduce the coefficient # to the role of constant loss factor, but allows for an arbitrary frequency
dependence of this coefficient.
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