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Abstract

In this paper, a fast Fourier transforms (FFT)-based spectral analysis method is introduced for the
dynamic analysis of the linear discrete dynamic systems subjected to the non-zero initial conditions. The
FFT-based spectral analysis method is developed first for the one degree-of-freedom (dof) system and then
extended to the multi-dof systems. To evaluate the accuracy and convergence of the FFT-based spectral
analysis method, the forced vibration of a viscously damped 3-dof system is considered as an illustrative
problem. The accuracy of the proposed FFT-based spectral analysis method is evaluated by comparing the
forced vibration responses obtained by using the FFT-based spectral analysis method with the exact
analytical solutions as well as with the numerical results obtained by using the Runge–Kutta method.
r 2005 Elsevier Ltd. All rights reserved.
1. Introduction

The dynamic behavior of a system can be represented by a set of simultaneous second-order
linear ordinary differential equations and the system is called the linear discrete dynamic system.
For the distributed dynamic systems, an appropriate discretization process such as the finite
element method can be used to represent them by the discrete dynamic system models.
see front matter r 2005 Elsevier Ltd. All rights reserved.
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For the linear discrete dynamic systems, a large number of analytical and numerical solution
methods have been well developed. By virtue of impressive progress in computer technologies
during last three decades, there have been developed diverse computer-based numerical methods
to obtain satisfactory approximate solutions, especially for the coupled large degrees-of-freedom
(dofs) systems. They may include various direct integration methods, the modal analysis methods,
the discrete-time system methods, and the spectral analysis methods in which the fast Fourier
transform (FFT) techniques are utilized. The first three are the time domain methods [1,2], while
the FFT-based spectral element method (SAM) is a frequency-domain method [3–6].

In the FFT-based SAM, the dependent variables of a set of ordinary differential equations are
all transformed into the frequency-domain by using the discrete Fourier transform (DFT) to
transform the ordinary differential equations into a set of algebraic equations with frequency as a
parameter. The algebraic equations are then solved for the Fourier (or spectral) components of
dependent variables at each discrete frequency. As the final step, the time domain responses are
reconstructed from the Fourier components by using the inverse discrete Fourier transform
(IDFT). In practice, the FFT is used to carry out the DFT or IDFT. As the FFT is a remarkably
efficient computer algorithm, it cannot only offer an enormous reduction in computer time but
also increase the accuracy of solutions [4,7].

The FFT-based SAM has been known to be very useful especially in the following situations
[4,6,7]. They are (1) when the excitation forces are so complicated that one has to use numerical
integration to obtain the dynamic responses by using the excitation values at a discrete set of
instants, (2) when the modern data acquisition systems are used, as in most experimental
measurements, to store digitized data through the analogue-to-digital converters, (3) when it is
significantly easier to measure the constitutive equation of a material in the frequency-domain
rather than in the time domain, and (4) when the frequency-dependent spectral finite element (or
dynamic stiffness matrix) model is used for a structure.

In Refs. [3–6,8], the FFT-based SAM has been well applied to the computation of the steady-
state responses of dynamic systems. However, to the authors’ best knowledge, the FFT-based
SAM applications to the transient responses of dynamic systems have been mostly limited to the
cases where all initial conditions are zero. By taking into account the initial conditions, Veletsos
and Ventura [9,10] introduced a DFT-based procedure for calculating the transient response of a
linear 1-dof system from its corresponding steady-state response to a periodic extension of the
excitation. The procedure involves the superposition of a corrective, free vibration solution which
effectively transforms the steady-state response to the desired transient response. Recently
Mansur et al. [11,12] used the pseudo-force concept by taking into account the non-zero initial
conditions in the DFT-based frequency-domain analysis of continuous media discretized by the
FEM. Ref. [11] and the present paper solve the dynamic problem in modal coordinates, while Ref.
[12] applies to the problems in both nodal and modal coordinates.

Thus, the purpose of this paper is to develop a new FFT-based SAM for the forced dynamic
responses of the linear discrete dynamic systems subjected to non-zero initial conditions. The
present FFT-based SAM is unique because it does not use the superposition of corrective, free
vibration solution to match the initial conditions as in Refs. [9,10] or it does not used the pseudo-
force concept to take into account the non-zero initial conditions as in Refs. [11,12]. To evaluate
the convergence and accuracy of the FFT-based SAM, the forced vibration of a viscously damped
3-dofs vibration system is considered as an illustrative problem.
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2. Discrete Fourier transform

A periodic function of time x(t), with period T, can be always expressed as a Fourier series of
the form

xðtÞ ¼ a0 þ 2
X1
n¼0

an cos
2pnt

T
þ bn sin

2pnt

T

� �
¼
X1

n¼�1

X neiont, (1)

where on ¼ nð2p=TÞ ¼ no1 are the discrete frequencies and Xn are constant Fourier components
given by

X n ¼ an � ibn ¼
1

T

Z T

0

xðtÞe�iont dt ðn ¼ 0; 1; 2; . . . ;1Þ. (2)

Eqs. (1) and (2) are the continuous Fourier transform pair for a periodic function.
Although x(t) is a continuous function of time, it is often the case that only sampled values of

the function are available, in the form of a discrete-time series fxðtrÞg: If N is the number of
samples, all equally spaced with a time interval equal to D ¼ T=N; the discrete-time series are
given by xr ¼ xðtrÞ; where tr ¼ rD and r ¼ 0; 1; 2; . . . ;N � 1: The integral in Eq. (2) may be
replaced approximately by the summation

X n ¼
XN�1

r¼0

xðtrÞe
�iontr ðn ¼ 0; 1; 2; . . . ;N � 1Þ (3)

which is the DFT of the discrete-time series fxrg: Any typical value xr of the series fxrg can be
given by the inverse formula

xðtrÞ ¼
1

N

XN�1

n¼0

X neiontr ðr ¼ 0; 1; 2; . . . ;N � 1Þ (4)

which is the IDFT. Thus, Eqs. (3) and (4) represent the DFT–IFFT fair. Even though Eq. (3) is an
approximation of Eq. (2), it is important to note that it allows all discrete time series fxrg to be
regained exactly [6,7]. The Fourier components Xn in Eq. (4) are arranged as X N�n ¼ X 	

n; where
n ¼ 0; 1; 2; . . . ;N=2 and X n

n represents the complex conjugate of X n: Note that XN=2 corresponds
to the highest frequency oN=2 ¼ ðN=2Þo1; which is called the Nyquist frequency.

The FFT is an ingenious highly efficient computer algorithm developed to perform the
numerical operations required for a DFT or IDFT, reducing the computing time drastically by the
order N=log2 N: It should be pointed out that while the FFT-based spectral analysis uses a
computer, it is not a numerical method in the usual sense, because the analytical descriptions of
Eqs. (3) and (4) are still retained. Further details of DFT and FFT can be found in Newland [7].
3. Spectral analysis method for 1-dof dynamic systems

The DFT-based spectral analysis method will be developed first for the 1-dof dynamic system
and then it will be extended to the multi-dofs dynamic systems in the next section.
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As a representative example of the 1-dof dynamic systems, consider a viscously damped linear
dynamic system represented by the equation of motion

€x þ 2xO0 _x þ O2
0x ¼ f ðtÞ (5)

and the initial conditions

xð0Þ ¼ x0; _xð0Þ ¼ _x0. (6)

In Eq. (5), x is the viscous damping ratio, O0 is the natural frequency, and f (t) is the excitation
force. The total dynamic response of the system can be obtained by the sum of two parts: the
steady-state response part and the transient part.

xðtÞ ¼ xpðtÞ þ xhðtÞ. (7)

The steady-state response part xp(t) corresponds to the particular solution of Eq. (5), which is
mainly determined by excitation force f (t). On the other hand, the transient response part xh(t),
which is mainly determined by initial conditions, corresponds to the homogeneous solution of
Eq. (5) and will vanish in general due to the damping as the time t increases indefinitely. The
coefficients appeared in the transient response part xh(t) must be determined so as to satisfy all
initial conditions.

3.1. Steady-state response

Based on the DFT theory, the external force f ðtÞ and the corresponding steady-state response
xp(t) can be represented in the spectral forms (i.e., DFT forms) as

f ðtrÞ ¼
1

N

XN�1

n¼0

Fneiontr ,

xpðtrÞ ¼
1

N

XN�1

n¼0

Pneiontr ðr ¼ 0; 1; 2; . . . ;N � 1Þ. ð8a;bÞ

Substituting Eq. (8) into Eq. (5) gives

Pn ¼ ZnFn; PN�n ¼ P	
n ðn ¼ 0; 1; 2; . . . ;N=2Þ, (9)

where Zn is the complex frequency response function given by

Zn ¼
1

ðO2
0 � o2

nÞ þ i2xO0on

. (10)

Once the Fourier components Pn are obtained from Eq. (9) for a given external force, the
steady-state response in the time domain can be reconstructed by using the IFFT algorithm as

xpðtÞ ( IFFTfPng. (11)

The time derivative of the steady-state response xp(t) can be obtained from Eq. (8b) in the
spectral form as

_xpðtrÞ ¼
1

N

XN�1

n¼0

P̄neiontr ðr ¼ 0; 1; 2; . . . ;N � 1Þ, (12)
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where

P̄n ¼ ðionÞPn; P̄N�n ¼ P̄
	

n ðn ¼ 0; 1; 2; . . . ;N=2Þ. (13)

3.2. Transient response

The transient response part xh(t) must satisfy the homogeneous equation of motion which can
be reduced from Eq. (5) by enforcing f ðtÞ ¼ 0 as

€xh þ 2xO0 _xh þ O2
0xh ¼ 0. (14)

Substituting assumed solution xhðtÞ ¼ elt into Eq. (14) yields a characteristic equation:

DðlÞ ¼ l2
þ 2xO0lþ O2

0 ¼ ðl� l1Þðl� l2Þ ¼ 0, (15)

where l1 and l2 are the characteristic values and they are complex conjugates of each other (i.e.,
l2 ¼ l	1). The transient response part xh(t) can be then obtained in the form

xhðtÞ ¼ ael1t þ a	el
	
1t, (16)

where a is the constant to be determined so as to satisfy the initial conditions Eq. (6), and a and a*
are complex conjugates of each other. The time derivative of xh(t) can be obtained from Eq. (16)
as

_xhðtÞ ¼ al1el1t þ a	l	1el
	
1t. (17)

Assume that xh(t) and _xhðtÞ can be expressed in the spectral forms as

xhðtrÞ ¼
1

N

XN�1

n¼0

Hneiontr

_xhðtrÞ ¼
1

N

XN�1

n¼0

H̄neiontr ðr ¼ 0; 1; 2; . . . ;N � 1Þ. ð18Þ

By applying Eq. (18) into Eq. (3), the Fourier components of xh(t) and _xhðtÞ can be obtained as

Hn ¼
XN�1

r¼0

xhðtrÞe
�iontr ¼ aX n þ a	Y n,

H̄n ¼
XN�1

r¼0

_xhðtrÞe
�iontr ¼ al1X n þ a	l	1Y n, ð19Þ

where

X n ¼
1 � eanN

1 � ean
; an ¼ ðl1 � ionÞD,

Y n ¼
1 � ebnN

1 � ebn
; bn ¼ ðl	1 � ionÞD. ð20Þ

One should remind that HN�n ¼ H	
n and H̄N�n ¼ H̄

	

n; where n ¼ 0; 1; 2; . . . ;N=2:
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The constants a and a	 in Eq. (19) must be determined to satisfy the initial conditions Eq. (6).
By using the general solution given by Eq. (7), the initial conditions Eq. (6) can be rewritten as

x0 ¼ xhð0Þ þ xpð0Þ,

_x0 ¼ _xhð0Þ þ _xpð0Þ. ð21Þ

Substituting Eqs. (8), (12) and (18) into Eq. (21) yields

x0 ¼
1

N

XN�1

n¼0

Hn þ
XN�1

n¼0

Pn

 !
,

_x0 ¼
1

N

XN�1

n¼0

H̄n þ
XN�1

n¼0

P̄n

 !
. ð22Þ

By substituting Eq. (19) into Eq. (22), one may obtain two algebraic equations for a and a	 as

X̄a þ Ȳa	 ¼ d,

l1X̄a þ l	1Ȳa	 ¼ v, ð23Þ

where

X̄ ¼
XN�1

n¼0

X n; Ȳ ¼
XN�1

n¼0

Y n,

d ¼ Nx0 �
XN�1

n¼0

Pn; v ¼ N _x0 �
XN�1

n¼0

ðionÞPn. ð24Þ

The constant a can be solved from Eq. (23) in the form

a ¼
i

2
Rðl	1d � vÞ, (25)

where

R ¼
1

Imðl1ÞX̄
. (26)

In Eq. (26), Im (�) denotes the imaginary part of the complex number. Once the constant a (or a	)
is determined from Eq. (25), the transient response part in the time domain can be reconstructed
by using the IFFT algorithm as

xhðtÞ ( IFFTfHng. (27)

Finally, as shown in Eq. (7), the total dynamic response of 1-dof dynamic system can be
obtained by simply summing the steady-state response part xp(t) from Eq. (11) and the transient
response part xh(t) from Eq. (27).
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4. Spectral analysis method for multi-dofs dynamic systems

The forced vibration of a viscously damped m-dofs dynamic system can be represented by the
matrix equation of motion

½M
f€ug þ ½C
f_ug þ ½K
fug ¼ ffðtÞg (28)

and the initial conditions

fuð0Þg ¼ fu0g and f_uð0Þg ¼ f_u0g, (29)

where fuðtÞg is the nodal dofs vector and ffðtÞg is the nodal forces vector. The matrices ½M
; ½C
 and
½K
 are the mass matrix, damping matrix, and stiffness matrix, respectively. The total dynamic
response of the system can be obtained by the sum of the steady-state response part fupðtÞg and the
transient response part fuhðtÞg as follows:

fuðtÞg ¼ fupðtÞg þ fuhðtÞg. (30)

4.1. Steady-state responses

Assume that the nodal forces vector ffðtÞg and the steady-state responses vector fupðtÞg can be
represented in the spectral forms as

ffðtrÞg ¼
1

N

XN�1

n¼0

fFnge
iontr

fupðtrÞg ¼
1

N

XN�1

n¼0

fPnge
iontr ðr ¼ 0; 1; 2; . . . ;N � 1Þ. ð31a;bÞ

Applying Eq. (31) into Eq. (28) yields

fPng ¼ ½DðonÞ

�1fFng; fPN�ng ¼ fP	

ng ðn ¼ 0; 1; 2; . . . ;N=2Þ, (32)

where ½DðoÞ
 is the dynamic stiffness matrix defined by

½DðoÞ
 ¼ b½K
 þ io½C
 � o2½M
c. (33)

From Eq. (31b), the time derivative of fupðtÞg can be obtained as

f_upðtrÞg ¼
1

N

XN�1

n¼0

fP̄nge
iontr , (34)

where

fP̄ng ¼ ðionÞfPng; fP̄N�ng ¼ fP̄
	

ng ðn ¼ 0; 1; 2; . . . ;N=2Þ. (35)

Once the Fourier components fPng are computed from Eq. (32) for a given nodal forces vector
ffðtÞg; the steady-state responses vector in the time domain can be reconstructed by using the
IFFT algorithm as

fupðtÞg ( IFFTfPng. (36)
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4.2. Transient responses

The transient responses vector fuhðtÞg must satisfy the homogeneous matrix equation of motion
which can be reduced from Eq. (28) by enforcing ffðtÞg ¼ 0 as follows:

½M
f€uhg þ ½C
f_uhg þ ½K
fuhg ¼ f0g. (37)

The solution of Eq. (37) can be assumed in the form

fuhðtÞg ¼ ½U
fxhðtÞg, (38)

where ½U
 is the modal matrix which is the collection of normal modes satisfying the
orthonormality properties

½U
T½M
½U
 ¼ ½I
; ½U
T½K
½U
 ¼ ½X2

, (39a,b)

where ½I
 is the identity matrix and ½X2

 is the diagonal matrix defined by

½X2

 ¼ diag½O2

1 O2
2 � � � O2

m
, (40)

where O1pO2p � � �pOm are the natural frequencies.
By substituting Eq. (38) into Eq. (37) and by applying Eq. (39), one may obtain a set of

decoupled modal equations as

€xhk þ 2xkOk _xhk þ O2
kxhk ¼ 0 ðk ¼ 1; 2; . . . ;mÞ, (41)

where xk is the kth modal damping ratio. Each modal equation of Eq. (41) is essentially the same
as Eq. (14). Thus, the solution procedure introduced in the preceding section for 1-dof dynamic
systems can be equally applied to Eq. (41).

First assume that the characteristic equation for the kth modal equation can be expressed as

DkðlÞ ¼ l2
þ 2xkOklþ O2

k ¼ ðl� lk1Þðl� lk2Þ ¼ 0, (42)

where lk1 and lk2 are the complex conjugates of each other, that is lk2 ¼ l	k1: The transient part of
modal response xhk(t) and its derivative with respect to time can be then readily obtained in the
forms

xhkðtÞ ¼ akelk1t þ a	
kel

	
k1t

_xhkðtÞ ¼ aklk1elk1t þ a	
kl

	
k1el

	
k1t ðk ¼ 1; 2; . . . ;mÞ, (43)

where the constants ak and a	k must be determined to satisfy the initial conditions given by
Eq. (29).

Represent xhk(t) and _xhkðtÞ into the spectral forms as

xhkðtrÞ ¼
1

N

XN�1

n¼0

Hkneiontr

_xhkðtrÞ ¼
1

N

XN�1

n¼0

H̄kneiontr ðr ¼ 0; 1; 2; . . . ;N � 1Þ. (44)
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By using Eq. (3), the Fourier components Hkn and H̄kn in Eq. (44) can be expressed as

Hkn ¼
XN�1

r¼0

xhkðtrÞe
�iontr ¼ akX kn þ a	

kY kn,

H̄kn ¼
XN�1

r¼0

_xhkðtrÞe
�iontr ¼ aklk1X kn þ a	kl

	
k1Y kn, ð45Þ

where

X kn ¼
1 � eaknN

1 � eakn
; akn ¼ ðlk1 � ionDÞ,

Y kn ¼
1 � ebknN

1 � ebkn
; bkn ¼ ðl	k1 � ionÞD. ð46Þ

The Fourier components satisfy the relations HkðN�nÞ ¼ H	
kn and H̄kðN�nÞ ¼ H̄

	

kn; where n ¼

0; 1; 2; . . . ;N=2:
Collect xhk(t) and _xhkðtÞ given by Eq. (44) to form the vectors as

fxhðtrÞg ¼
1

N

XN�1

n¼0

fHnge
iontr

f _xhðtrÞg ¼
1

N

XN�1

n¼0

fH̄nge
iontr ðr ¼ 0; 1; 2; . . . ;N � 1Þ, ð47a;bÞ

where

fxhg ¼ fxh1 xh2 � � � xhmg
T,

f _xhg ¼ f _xh1 _xh2 � � � _xhmg
T ð48Þ

and

fHng ¼ fH1n H2n � � � Hmng
T

fH̄ng ¼ fH̄1n H̄2n � � � H̄mng
T. ð49Þ

Applying Eq. (47a) into Eq. (38) gives

fuhðtrÞg ¼
1

N
½U

XN�1

n¼0

fHnge
iontr ðr ¼ 0; 1; 2; . . . ;N � 1Þ. (50)

Differentiate Eq. (38) with respect to time and then apply Eq. (47b) to obtain

f_uhðtrÞg ¼
1

N
½U

XN�1

n¼0

fH̄nge
iontr ðr ¼ 0; 1; 2; . . . ;N � 1Þ. (51)

Substituting the general solution Eq. (30) into the initial conditions Eq. (29) yields the
relations as

fu0g ¼ fupð0Þg þ fuhð0Þg,



ARTICLE IN PRESS

U. Lee et al. / Journal of Sound and Vibration 288 (2005) 293–306302
f_u0g ¼ f_upð0Þg þ f_uhð0Þg. (52)

Applying Eqs. (31b), (34), (50) and (51) into Eq. (52) gives

fu0g ¼
1

N

XN�1

n¼0

fPng þ ½U

XN�1

n¼0

fHng

 !
,

f_u0g ¼
1

N

XN�1

n¼0

fP̄ng þ ½U

XN�1

n¼0

fH̄ng

 !
. ð53Þ

By using Eq. (45), Eq. (49) can be rewritten as

fHng ¼ ½Xn
fag þ ½Yn
fa
	g,

fH̄ng ¼ ½K1
½Xn
fag þ ½K	
1
½Yn
fa

	g, ð54a;bÞ

where

fag ¼ fa1 a2 � � � amg
T,

fa	g ¼ fa	
1 a	2 � � � a	

mg
T,

½Xn
 ¼ diag½X 1n X 2n � � � X mn
,

½Yn
 ¼ diag½Y 1n Y 2n � � � Y mn
,

½K1
 ¼ diag½l11 l21 � � � lm1
,

½K	
1
 ¼ diag½l	11 l	21 � � � l	m1
. ð55Þ

Substituting Eq. (54a,b) into Eq. (53) gives

½X̄
fag þ ½Ȳ
fa	g ¼ fdg,

½K1
½X̄
fag þ ½K	
1
½Ȳ
fa

	g ¼ fvg, ð56Þ

where

½X̄
 ¼
XN�1

n¼0

½Xn
,

½Ȳ
 ¼
XN�1

n¼0

½Yn
,

fdg ¼ ½U
T½M
 Nfu0g �
XN�1

n¼0

fPng

 !
,

fvg ¼ ½U
T½M
 Nf_u0g �
XN�1

n¼0

ðionÞfPng

 !
. ð57a2dÞ

In Eq. (57c) and (57d), ½U
�1 is replaced with ½U
T½M
 by the use of Eq. (39a).
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The constants vector fag or fa	g can be solved from Eq. (56) in the form

fag ¼
i

2
½R
ð½K	

1
fdg � fvgÞ, (58)

where

½R
 ¼ diag½R1 R2 � � � Rm
 (59)

with

Rk ¼
1

Imðlk1ÞX̄ k

; X̄ k ¼
XN�1

n¼0

X kn ðk ¼ 1; 2; . . . ;mÞ. (60)

Once fag is computed from Eq. (58) by using given initial conditions, the Fourier components
fHng are computed first from Eq. (54a) and then the IFFT algorithm is used to compute fxhðtÞg as

fxhðtÞg ( IFFTfHng. (61)

The transient responses vector in the time domain is then obtained by substituting the result
from Eq. (61) into Eq. (38) as follows:

fuhðtÞg ¼ ½U
fxhðtÞg ¼ ½U
IFFTfHng. (62)

As the final step, the total dynamic responses of the system are obtained by summing the steady-
state responses vector fupðtÞg from Eq. (36) and the transient responses vector fuhðtÞg from
Eq. (62).
Fig. 1. Comparison of the time histories u1ðtÞ; u2ðtÞ and u3ðtÞ obtained by different solution methods.
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Fig. 2. Convergence of the time histories as the number of samples N is increased.
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Table 1

Comparison of the CPU times and the time-averaged errors

Analysis methods SAM (Present) Runge–Kutta method

N ¼ 512 N ¼ 1024 N ¼ 2048 Dt ¼ 0:0005(s) Dt ¼ 0:0001(s)

CPU time (s) 0.182 0.323 0.792 0.984 3.428

Time-averaged % error u1ðtÞ 8.061 2.880 0.150 5.669 0.123

u2ðtÞ 7.800 2.453 0.140 5.840 0.124

u3ðtÞ 6.975 2.344 0.157 5.845 0.589

U. Lee et al. / Journal of Sound and Vibration 288 (2005) 293–306 305
5. Numerical example

To evaluate the present FFT-based SAM, a viscously damped three dofs vibration system is
considered as an illustrative problem, which is represented by

m 0 0

0 m 0

0 0 m=2
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where m ¼ 10 kg; c ¼ 40 N s=m; k ¼ 1000 N=m; and f ðtÞ ¼ 4½1 � sðt � 1:2Þ
N; where s(t) repre-
sents the unit step function. The initial conditions are given by

fu1; u2; u3g ¼ f1; 0; 0g ðmmÞ,

f _u1; _u2; _u3g ¼ f0; 1; 0g ðmm=sÞ. ð64Þ

In Fig. 1, the time histories of u1; u2 and u3 obtained by the present FFT-based SAM are
compared with exact analytical results obtained by the modal analysis method as well as with the
numerical results obtained by the Runge–Kutta method. To obtain sufficiently accurate time
histories within 0.05% time-averaged errors, the DFT period T ¼ 5 s and the number of samples
N ¼ 2048 are used for the SAM, while the time step size of 0.0001 s is used for Runge–Kutta
method. The present FFT-based SAM results are found to be almost identical to the exact
analytical results.

Fig. 2 demonstrates the convergence of the present FFT-based SAM results as the number of
samples N is increased. As also shown in Fig. 1, Fig. 2 certainly shows that the time histories
obtained by the present FFT-based SAM converge enough to the exact analytical results when the
number of samples N is increased up to 2048.

Table 1 shows the comparison of the CPU times and the time-averaged errors of time histories,
with varying the number of samples N and the time increment step for the present FFT-based
SAM and the Runge–Kutta method, respectively. The present FFT-based SAM is found to
require less CPU times than the Runge–Kutta method to obtain the time histories of the same
order of averaged errors.
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6. Conclusions

This paper introduces a new FFT-based SAM for calculating the forced dynamic responses of
the linear discrete dynamic systems with non-zero initial conditions. The proposed method seems
to be very useful especially when the excitation forces are provided as the measured digitized data
and when the structural properties such as the stiffness and damping coefficients are provided as
the frequency-dependent data. The accuracy and convergence of the proposed FFT-based SAM
are evaluated by comparing the forced vibration responses of a viscously damped three dofs
vibration system obtained by using the FFT-based SAM with the exact analytical solutions as well
as with the numerical results obtained by using the Runge–Kutta method. It is also shown that the
proposed FFT-based SAM provides very accurate results with requiring less CPU time for the
example problem when compared with the Runge–Kutta method.
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