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Abstract

When a machine has faults in its rotating parts, it normally generates a periodic vibration or acoustic signals. These

signals are often periodic but impulsive. This paper addresses the way in which we can find out where the impulsive sources

are. We propose a signal processing method that can identify an impulsive sources’ location. The method is robust with

respect to noise; a spatially distributed noise. Numerical simulation and experiments are performed to verify the method.

Results show that the proposed technique is quite powerful for localizing the sources in noisy environments. The method

also required less microphones than the conventional beamforming method.

r 2007 Elsevier Ltd. All rights reserved.
1. Introduction

In a previous study, the impulsive source was detected in a noisy environment to find the faults in a rotating
machine at an early stage. McFadden and Smith [1] used the bandpass filter to filter the noise signal and then
obtained the envelope by using an envelope detector. Lee and White [2] used improved an adaptive noise
cancellation (ANC) to find faults. The basic idea of this technique is to remove the noise from the measured
vibration signal. Kim et al. proposed a moving window [3] and Staszewski and Tomlinson [4] applied it to a tooth
fault detection in gear boxes. However, these methods can find an impulse, only if the candidate location of the
fault is known. In other words, they cannot estimate an impulsive source’s location when there are many candidate
sources in a space. Therefore, the method of localizing the impulse sources distributed in a space is needed.

Possible methods of these kinds can be classified into two cases. One is what is that based on a differential
time delay estimation [5–7], the other is that utilizing a microphone array such as the beamforming method
and an acoustic holography [8–13].

In fact, it is almost impossible to locate the impulsive source [18–24] in a factory with lots of reflections and to
observe the impulse owing to the mechanical noise even in an anechoic chamber. This study is undertaken to
present the method available for the latter situation; how to estimate the spatial location of an impulsive source in
a noise. Under this method, the minimum variance method [11–14] with a high pulse detection ability was applied
to the quefrency domain and used to find the impulsive sources’ location using the beamforming method.
ee front matter r 2007 Elsevier Ltd. All rights reserved.
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Therefore, this paper addresses the way in which we find the impulsive sources’ location using beamforming
method in the quefrency domain. Especially, we are interested in finding their locations when the signals are
embedded in noise.

2. Impulsive source localization

The definition of an impulse noise varies from country to country and there is still no consistent definition.
A recent recommendation from the International Standard Organization ISO2204 stated that an impulse noise
can be characterized as a burst sound or continuous burst sounds with a duration time less than 1 s [15]. This
indicates that an impulse noise is produced within the time interval mentioned above, therefore an adjustment
is necessary to find the equivalent sound pressure level. On the other hand, IEC argued that an impulse noise
can be a single-pulse sound or a burst sound with a duration time between 0.001 and 1 s [16].

In real-life situations, impulse noises are often heard from a variety of sources and in combination with one
anothers. For example, if a machine has faults, it generates a signal that is usually composed of impulse
signals. In addition, a noise source can be classified according to distance between the noise source and the
receiver. A near field noise source identification of them has a great significance in mechanical engineering.
Therefore, source identification in the presence of a spherical wave front must be studied.

In this paper, we deal with periodic impulsive source as shown in Fig. 1(b), the measured pressure p(r, t) can
be modeled as

pðr; tÞ ¼
1

r
hðtÞ

XM
m¼0

d t�
r

c
�mT

� �
, (1)

where r is the distance between the impulsive source and the microphone, h(t) the system’s impulse response
function, M the number of impulses in a measured signal, c the wave speed, d the Dirac delta function and T

the period of the pulse train. As shown in Fig. 2(b), the signal from microphones 1 and 2 is represented by the
following equations:
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Fig. 1. Impulse noise can be characterized as a bust sound or continuous burst sound with a duration time less than 1 s [2], for example

(a) an impulse noise, (b) continuous impulse noise (impulse train). In this study, we are interested in both an impulse noise and an impulse

noise train.
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Fig. 2. (a) Impulsive source localization in the plane wave model. (b) Spherical wave model. Where d is the microphone spacing, c is the

wave speed, ys is the direction of the noise sources, T is the impulse noise period and ri is the distance between the ith microphone and the

impulse sources.
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where ri is the distance between the source location and the ith microphone. The Fourier transform of p(r, t)
leads to

P1 r1;oð Þ ¼
1

r1
HðoÞejoðr1=cÞ

XM
m¼0

ejomT ,

P2 r2;oð Þ ¼
1

r2
HðoÞejoðr2=cÞ

XM
m¼0

ejomT , ð3Þ

where H(o) is the Fourier transform of h(t). The ratio between P1(o) and P2(o) can be readily obtained from
Eq. (3), that is

P2 r2;oð Þ

P1 r1;oð Þ
¼

r1

r2
ejoððr2�r1Þ=cÞ. (4)

In the frequency domain, the transfer function between the two microphones is represented as a sinusoidal
function with a period, which is the impulse time delay between the two microphones.

If the impulsive signal embedded in noise, Eq. (4) can be replaced with (see detailed derivation in
Appendix A)

P2 r2;oð Þ

P1 r1;oð Þ
¼

r1

r2
ejoððr2�r1Þ=cÞ þNðoÞ. (5)

Eq. (5) means that the sinusoidal signal is embedded in noise in the frequency domain. It is noteworthy that
we can detect the time domain sinusoidal signal in noise. This means we can obtain the sinusoidal function in
Eq. (5); therefore impulsive source locations can be found.
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In 1969, Capon coined a maximum likelihood [11] spectrum which estimates a mixed spectrum consisting of
a line spectrum, corresponding to a deterministic random process, plus an arbitrary unknown continuous
spectrum. The unique feature of this spectrum is that it can detect a sinusoidal signal embedded in noise.
Therefore, we attempted to apply this method to Eq. (5).

Autocorrelation function r(k) of Eq. (5) is

rðkÞ ¼
r1

r2

����
����
2

ejkððr2�r1Þ=cÞ þ x2dðkÞ (6)

and the autocorrelation matrix RS leads to [17]

RS ¼
r1

r2

� �2

eSe
H
S þ x2I, (7)

where e ¼ ½ 1; ejððr2�r1Þ=cÞ � � � ejpððr2�r1Þ=cÞ �T, x2 is the variance of N(o), p the order of the bandpass lifter,
and I means the identity matrix. Using Woodbury’s identity [26], it follows that the inverse of RS is
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� �
. (8)

Since the definition of the minimum variance power [11,12] is FMVðoÞ ¼ 1=eHR�1S e, we can obtain the
minimum variance power in the cepstrum domain where the impulse signal can be distinguished from noise:

FMVðtÞ ¼
1

eHR�1S e
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Since the impulse signal can be distinguished from noise, FMV represents the arrival time difference between
the two microphones and the magnitude of FMV is the signal power in the quefrency domain.

As shown in Fig. 2 and Eq. (4), the time difference of the impulse noise among the microphones is the most
important one for a source identification. This is because the time difference is directly related to the location
of the impulsive sources. Therefore, scan vector has to be

W ij tð Þ ¼ d t�
rj � ri

c

� �
, (10)

where ri is the distance between the scan impulse source and the ith microphone. Let us define the
beamforming power in the t domain as

Pbeam ¼

Z 1
�1

FMV tð ÞW tð Þdt. (11)

Eqs. (9)–(11) create our modified beamforming power, that is

Pbeam x; y; zð Þ ¼
x2=ð1þ pÞ þ r1=r2

	 
2
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where r0i is the distance between the ith microphone and the true impulse source.
Pp

k¼0e
jkð1=cÞfðr2�r1Þ�ðr

0
2
�r0

1
Þg is the

discrete Fourier transform of a rectangular window that extends from k ¼ 0 to p, the value of
j
Pp
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0
2
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1
Þgj2 goes to (p+1)2 when r2 � r1 ¼ r02 � r01 and pb1. If r2�r1 is not equal to r02 � r01,
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Fig. 3. Impulsive source localization for a two-dimensional space, where r1 is the distance between scan source and i-th microphone, and

r1s is the distance between true source and i-th microphone.
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Fig. 4. Numerical simulation without a noise. The circle means the microphone locations. The locations of the microphones are

(x, y) ¼ (0m, 0m), (1m, 0m), and (1m, 0m). (a) source signal whose location is (x, y) ¼ (0.2m, 0.6m), (b) the result of impulsive source

localization.
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Fig. 5. Numerical simulation with a noise (signal-to-noise ratio ¼ 0.01 and peak signal-to-noise ratio ¼ 0.8). The circle means the

microphone locations. The locations of the microphones are (x, y) ¼ (0, 0), (1, 0), and (1, 0) (a) source signal whose location is

(x, y) ¼ (0.2m, 0.6m), (b) the result of impulsive source localization.
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the value is near to zero. Therefore, Eq. (12) can be simply rewritten as

Pbeam x; y; zð Þ ¼

x2

1þp
þ r1

r2

� �2
for r2 � r1 ¼ r02 � r01;

x2

1þp
for otherwise:

8><
>: (13)

It is worthnoting that x2=ð1þ pÞ in Eq. (13) decreases as p increases at the location of r2 � r1 ¼ r02 � r01.
Therefore, the magnitude of the beamforming power converges to ðr1=r2Þ

2. However, when r2�r1 is not equal
to r02 � r01, then the beamforming power decreases as p increases and finally it goes to zero. This is because as
the bandwidth decreases a lesser noise power passes the filter. This allows us to find the locations of impulse
signals, regardless of noise power.

The equation r2 � r1 ¼ r02 � r01 means that a set of all the points is at a constant difference between the
impulsive source and the two microphones. That is, it coincides with the parabola definition. Therefore, to
localize the impulsive source in a two-dimensional (2-D) space, another microphone is needed and then we can
obtain the location of the impulsive source as shown in Fig. 3.

For a plane wave model, for example, where an impulsive noises’ source is in a duct, we can easily find the
location of impulsive source using only two microphones (see Eqs. (9) and (10)). However, more microphones
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Fig. 6. The experimental setup for the automobile engine to identify the impulse noise source. Sampling frequency is 32.8 kHz, the number

of microphones is 28 and the total length of time is 5.5 s: (a) Front side, (b) upper side, (c) right-hand side, and (d) left-hand side of the

engine.
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are necessary to obtain the source location if we are interested in the sound field in general. For example, a
minimum 3 microphones are needed to identify impulsive sources in a 2-D space. Similarly, in a three-
dimensional (3-D) space, at least 4 microphones must be used. Fig. 2 (b) shows a typical spherical wave front
and a measured signal using microphones. Therefore, the modified beamforming power must be rewritten as

Pbeam ¼

Z 1
�1

XN

i¼1

XN

j¼1

FMV ijð ÞðtÞW ðtÞdt;

¼

Z 1
�1

XN

i¼1

XN

j¼1

FMV ijð ÞðtÞd t�
rj � ri

c

� �
dt; ð14Þ

where FMVðijÞðtÞ means the time difference of the impulse noise between the ith and jth microphones, N is the
number of microphones, and ri represents the distance between the image source and the ith microphone.
3. Numerical simulation and experiments

To verify the proposed method, we have performed a numerical simulation. Fig. 4(a) shows the signal from
the source. To identify the impulsive sources, we used 3 microphones whose locations were (x, y) ¼ (0m, 0m),
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Fig. 7. The location of the microphone array. Sampling frequency is 32.8 kHz, the number of microphones is 28 and total length of time is

5.5 s: (a) front side, (b) upper side, (c) right-hand side, and (d) left-hand side of the engine.

Y.-C. Choi, Y.-H. Kim / Journal of Sound and Vibration 303 (2007) 209–220216
(1m, 0m), and (0m, 1m). The signals obtained from microphones are produced by a convolution with transfer
functions between the sources and the microphones in air. Fig. 4(b) shows the simulation results for localizing
the impulsive source. We can examine that the beamforming powers have a maximum value at the location of
the impulsive source. We can observe 3 parabolas whose origins are each microphone. The point of the
crossing of the 3 parabolas is the impulsive source location. This is because the proposed method utilized the
time delays of the impulsive signal to find the source location.

Fig. 5 demonstrates how powerful the method we proposed is, regardless of the signal to noise
ratio. The signal from the microphone is artificially mixed with a white noise which has a Gaussian
distribution (signal-to-noise ratio is 0.01 and peak signal to noise ratio is 0.08). As shown in Fig. 5(a),
we could not find the impulse from the original time data. However, the impulsive source’ location can be
found using the proposed method as shown in Fig. 5(b). This numerical simulation demonstrates that the
proposed method is able to find the location of the impulsive source in a noisy environment. It is independent
of the level of noise as the theory proved. Also, it uses lesser microphones than the conventional beamforming
method.

Fig. 6 essentially demonstrates the method’s practical value. Fig. 6 shows the experimental setup for an
automotive engine to identify impulse source. Sampling frequency is 32.8 kHz, and total time length is 5.5 s.
We have used 28 microphones whose location are showed in Fig. 7. Fig. 8(a) shows the measured signal, which
does not reveal a periodic impact signal and Fig. 8(b) shows the result of the minimum variance cepstrum. We
cannot examine the impulsive noise in the original signal, but the result of minimum variance cepstrum shows
the period of impulse train. This means that impulse train is embedded in noise. As we can imagine, it is not
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Fig. 8. (a) Measured pressure that does not show the impulse signal. (b) The result of the minimum variance cepstrum [14], which is a

powerful signal processing for an impulse detection in a noise. The result shows that the measured signal has the impulse train with 0.015 s

period.
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just possible to recognize that there are impulsive noise in the engine we selected (Fig. 8(b)). However, in spite
of the low signal to noise ratio, the method provides us with the location of impulsive source in an automobile
engine as shown in Fig. 9. We can conclude that the main impulsive source is a valve train which produces
impulsive noise!

4. Conclusions

We have introduced a signal processing that can effectively find the locations of impulsive sources
embedded in noise. Theoretical formulation exhibits that the proposed method is independent of how much
noise is embedded in the measured signal. If a sinusoidal signal and the noise properties are used in the
quefrency domain, it would be easy to detect the impulsive source mixed with noise in the quefrency domain.
Computer simulation was used to verify the presented method. It was found that it was easy to find exactly the
location of the impulsive source in noise. Likewise, the same test was carried out for an automotive engine.
Actually, it is difficult to observe the impulse under the semi-anechoic environment or lots of noises. The test
for the automotive engine was carried out to detect the impulsive noises around the valves. In conclusion, the
method in this study is very useful in locating an impulsive source under lots of noises.
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Fig. 9. Experimental results using the proposed method: (a) front side, (b) upper side, (c) right-hand side, and (d) left-hand side of the

engine.
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Appendix A. Noise modeling

The noise terms n1(t) and n2(t) are assumed to be mutually uncorrelated with each other and with u(t) and
v(t). Assume that u(t) and v(t) are true signals from the measured p1(t) and p2(t), respectively. In this paper, u(t)
is hðtÞdðt� t1Þ and v(t) is hðtÞdðt� t2Þ, so the transfer function T(o) becomes ejoðd=cÞ sin ys (see Fig. A1)

p1ðtÞ ¼ uðtÞ þ n1ðtÞ; p2ðtÞ ¼ vðtÞ þ n2ðtÞ. (A.1)
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Fig. A1. One input/one output system with input and output noise.
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The Fourier transform of p1(t) and p2(t) lead to

P1ðoÞ ¼ UðoÞ þN1ðoÞ; P2ðoÞ ¼ V ðoÞ þN2ðoÞ. (A.2)

The measured cross-spectrum between P1(o) and P2(o) leads to

P2 oð ÞP�1 oð Þ ¼ V oð Þ þN2 oð Þ
� �

U oð Þ þN1 oð Þ
� ��

¼ V oð ÞU� oð Þ þ A oð Þ

¼ T oð ÞU oð ÞU� oð Þ þ A oð Þ ¼ T oð Þ P1 oð Þ �N1 oð Þ
� �

P1 oð Þ �N1 oð Þ
� ��

þ A oð Þ, ðA:3Þ

where A(o) is

A oð Þ ¼ V oð ÞN�1 oð Þ þU� oð ÞN2 oð Þ þN�1 oð ÞN2 oð Þ. (A.4)

Eq. (A.3) is divided by P1ðoÞP�1ðoÞ which leads to the transfer function between P1(o) and P2(o)

P2 oð Þ
P1 oð Þ

¼ T oð Þ þ
T oð Þ

P1 oð ÞP�1 oð Þ
N1 oð ÞN�1 oð Þ � P�1 oð ÞN1 oð Þ
�

�P1 oð ÞN�1 oð Þ
�
þ

A oð Þ
P1 oð ÞP�1 oð Þ

¼ T oð Þ �
T oð Þ

P1 oð ÞP�1 oð Þ
N�1 oð ÞN1 oð Þ þU� oð ÞN1 oð Þ
�

þU oð ÞN�1 oð Þ
�
þ

A oð Þ
P1 oð ÞP�1 oð Þ

. ðA:5Þ

Because n1(t) and n2(t) are uncorrelated with each other and with u(t) and v(t), the second and third terms of
the right-hand side of Eq. (A.5) can be assumed to be a noise with a continuous spectrum. That is, Eq. (A.5)
can be simply express as

P1 oð Þ
P2 oð Þ

¼ T oð Þ þN oð Þ ¼ ejoðd=cÞ sin ys þN oð Þ. (A.6)
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