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Abstract

In this paper the energy flow confidence between two structural multimodal systems coupled by a joint with uncertain

parameters is computed by two different methods. The first one assumes that the joint parameters perturbed randomly: the

statistical moments of the energy flow are calculated by an analytical procedure. The second one uses interval analysis.

The joint parameters are considered interval variables and the interval of the energy flow is determined. The properties of

the statistical and interval solution are investigated and compared.

r 2008 Elsevier Ltd. All rights reserved.
1. Introduction

In studying predictive methods of structural vibrations, a difficulty arises in modelling the uncertainties of
the physical parameters. The variability is generally more pronounced for the stiffness and damping
parameters of a complex structure than for its geometry. In fact, these uncertainties are due to some
manufacturing process of the structure. While the dimensions of each part of a complex structure are subjected
to a strict check, on the contrary the production of the material and the assembly (welding, bolting, jointing by
rivets, etc.), is in general subjected to less control.

Generally, besides uncertainties in the parameters of each structure, there is a lack of information
associated with the junctions or those points of the structure where physical singularities exist (invisible
damages, cracks, etc.).

The study of the coupling of multimodal systems is an interesting topic for both low-medium frequency and
high-frequency problems. Moreover, investigation of the energy flows between mechanical systems becomes
fundamental when the study of high-frequency problems (the response of structures or acoustic cavities
excited by broad band forces) imposes the use of a statistical energy procedure to solve them (e.g. statistical
energy analysis—SEA) [1–11].
ee front matter r 2008 Elsevier Ltd. All rights reserved.
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The basic idea is to find the response of a complex structure, a set of subsystems coupled together, by the
knowledge of the response of each. Two mathematical models are used to describe the same physical
phenomenon. The first is the classical model: a set of differential equations and boundary conditions describe
the behaviour of the whole system. The second one is a set of equations, not necessarily differential, describing
the interaction between the subsystems rather than the dynamic balance between infinitesimal volumes. It is
considered here that the joints between subsystems are subsystems themselves or, in a more general case,
elements able to influence the dynamic balance between the subsystems. For this reason it is important to
perform a good evaluation of the joint characteristics to obtain a good prediction of the system response.
Unfortunately, it is difficult to define the mechanical parameters of the junctions and it is often affected by
uncertainties.

A classical way to impose the uncertainties in the mathematical model is to consider random variable
coefficients. When the randomness is a property of the lumped parameters of the structure the perturbation
technique is one of the most valid methods [11,12].

Alternative to the random approach, two main methods have been recently exploited for the analysis
of uncertain mechanical systems modelled with a finite element approach: the fuzzy and the interval
approach [13–16].

The main reasons for studying new methodologies are that the classical random techniques, e.g. the Monte
Carlo method, require a considerable computational effort, while the perturbation approaches are
computationally efficient but cannot be used for large uncertainties and the estimation of the results depends
on the ‘‘a priori’’ assumed probability distributions of each random variable. For these reasons it is useful to
provide solutions that can give alternative and comparable uncertainty estimates.

A critical review of the so-called non-probabilistic methods can be found in Ref. [16], where it is clear that
the fuzzy approach is not computationally economical although it is able to provide the whole fuzzy
distribution of the solution uncertainty. On the other hand, the interval analysis approach, applied to
mechanical problems, is considered computationally convenient because it produces the result in a single step
of analysis. It gives as a result the limit bounds of an interval that includes all the possible values of the
mechanical solution. The main drawback of this method is the overbounding of the amount of uncertainty in
the solution, if a standard interval computational approach is used.

One part of the interval computations should hence be devoted to overcome the excess overbounding. Some
authors have treated this subject in the structural mechanics framework. A perturbation approach can be used
by calculating the first-order approximation of the dynamic equations. This method needs mathematical
computation; it is very fast, but it does not guarantee the requirement of the inclusion of all the possible
solutions. Another approach, derived from the Elishakoff anti-optimization, reduces the interval over-
estimation by using ellipsoidal convex sets instead of intervals and it is used to estimate the worst case of the
mechanical responses. Very recently a new technique based on affine analysis has been tested, and gives good
results on uncertainty overbounding even if at a higher computational cost [17–20].

The goal of this paper is to study the effect of parametric uncertainties on the structural solution. This is a
preliminary work in which attention is focused on the comparison between different techniques. The aim is to
estimate whether one method is more appropriate than the others in determining a more reliable interval and
in relation to computational burden. The studied test cases are simple to present a clear understanding of the
effect of the uncertain parameters, a result that may not be achieved for complex systems. Therefore, the logic
followed by the authors is to define the best technique to study structures with parametric uncertainties and to
use this method to extend the conclusions reached to study, in next works, actual complex structures.

In particular, in this paper the random perturbation approach is compared with the interval approach, in
which the uncertain parameters are defined by interval limits without any assumption on the whole uncertain
distribution. Here, certain parameters are called crisp. In some reference works a comparison can be found
between probabilistic and non-probabilistic approaches, either from a theoretical or from a computational
point of view [21–23]. In fact, it is reported that the interval solutions generally include the probabilistic ones,
and generally they are computationally advantageous. In this work the two approaches are compared with
respect to the amount of final uncertainty by defining two proper uncertainty indices: one for the random
perturbation case and one for the interval case. These indices can be directly compared. The interval equations
of the problem are directly obtained by an interval algebraic method that can be simply applied to the energy
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flow equations that, in this case, are expressed by rational functions. As mentioned, the main drawback of the
standard interval approaches is solution overbounding [24,25]. To cope with this problem an alternative
method is also presented. This method is based on a convergence theorem of the interval arithmetic. The
evaluation of a rational function on a proper set of sub-intervals, rather than on its set union, and the union of
this set of results guarantee the inclusion of all possible solutions on a narrower interval [24].

The developed interval equations are used to find the energy flow solution of three simple mechanical
models; the best interval solutions are finally compared with the random solution.
2. Interval arithmetic

An uncertain interval quantity is represented here by an interval number ½x� ¼ ½xinf ;xsup� ¼ xc þ Dx eD;
where xinf and xsup are the ‘‘infimum’’ and ‘‘supremum’’ limits of the interval or xc ¼ ðxinf þ xsupÞ=2 and
eD ¼ ½�1; 1� are the central value and the unit interval scaled by the radius Dx ¼ ðxsup � xinf Þ=2, respectively.
The first notation is more useful for computations, whereas the second notation is more expressive because it
associates a crisp evaluation xc with the amount of uncertainty Dx.

The notation used in the text is in italics for crisp numbers and square brackets enclose the letters that
represent intervals with the previous settings.

The algebraic operations between intervals can be defined by crisp operations between the interval definition
limits xinf and xsup [24]. For example the standard arithmetic is defined for the intervals ½x� ¼ ½a; b� and
½y� ¼ ½c; d� as

½x� þ ½y� ¼ ½aþ c; bþ d�;

�½y� ¼ ½�d;�c�;

½x�½y� ¼ ½minfac; ad ; bc; bdg;maxfac; ad ; bc; bdg�;

1=½y� ¼ 1=d; 1=c
� �

and ½x�=½y� ¼ ½x� 1=½y�
� �

if 0e½y�:

8>>>><
>>>>:

(1)

In general terms the result of an interval expression is the inclusion of all the possible values obtained when
every variable varies independently within its limits. By applying this rule to the composition of standard
operations, it follows that ‘‘the result of an interval expression is generally over-bounded and depends on the
number of occurrences of the same variable in the expression’’. This aspect of interval computation is called
‘‘dependency’’ [25] and its effect is to widen the uncertainty of the result. An example of the dependency effect
is given for ½x� ¼ ½1; 3� and ½y� ¼ ½1; 9�:

½x�

½x� þ ½y�
¼ ½0:08; 1:50� �

1

1þ ð½y�=½x�Þ
¼ ½0:10; 0:75�, (2)

where the results are directly obtained by applying the rules of Eq. (1). In the example, the true and narrower
result is given by the second expression, in which intervals appear with a minimum number of occurrences.
The result given by the left-hand expression is wider, but includes the true bounds. It should be noted that,
since intervals are special kind of sets, both algebraic and set operations can be applied.

With respect to the present work, it is also useful to introduce the interval power computation rule:

½x�n ¼

½1; 1�; n ¼ 0;

½an; bn
�; aX0 or 0 2 ½a; b� and n is odd;

½bn; an�; bp0;

½0;maxðan; bn
Þ�; 0 2 ½c; d� and n is even:

8>>>><
>>>>:

(3)

By using the [x] interval definition based on the central value x c and interval radius Dx, as defined above, it is
useful to introduce a comparison index for the solution that is called relative uncertainty and it is expressed as

Dr ¼
2Dx

xc

. (4)
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3. Inclusion and hull

Reliable results from interval computations are obtained if the true solutions are always included in the
computed intervals, no matter how the computations are performed. For this reason the inclusion property
needs to be verified and it is important to know the inclusion capability of the used functions or algorithms. In
Moore’s book [24], it is demonstrated that rational interval functions, i.e. functions whose computation
follows the rules of Eqs. (1) and (3), include the true solution in a monotonic way. This means that, if an
interval rational function f([x]) is evaluated in two intervals such that ½x1� � ½x2�, it is also true that
f ð½x1�Þ � f ð½x2�Þ. This is shown by the graphical example of Fig. 1, where the interval representation of the
function f ð½x�Þ ¼ ½x�ð1� ½x�Þ, evaluated at nested monotonic decreasing intervals, is compared with the crisp
line that represents f ðxÞ ¼ xð1� xÞ.

From this simple example an important observation can be drawn: as the radius Dx of [x] decreases, the
overbounding of f ð½x�Þ reduces correspondently. Therefore, as D x ! 0½ x � ! xc and f ð ½ x � Þ !

f ð xc Þ.
From this first example it can be further shown how the hull of an interval function can be calculated by

minimizing the overestimation due to interval computation.
In general, the inclusion range of a crisp function R ½ f ð x Þ � X can be defined as the interval calculated by

solving the optimization problems ½minff ðxÞg; maxff ðxÞg�X over a bounded domain X , with x 2 X . From
the interval point of view, R½f ðxÞ�X can be calculated as the minimum inclusion interval ½Y � ¼ f ð½x�Þ, with
½x� ¼ X , as the interval hull such that R½f ðxÞ�X � ½Y �.

As mentioned in the case of interval rational functions, which are composed of the standard operations (1),
the hull [Y] is overestimated. To minimize the overestimation, the following theorem given in Moore’s book
[24] can be applied.

Supposing that [x] is subdivided into disjoined sub-intervals [x]i such that:

½x� ¼
[

i
½x�i (5)

then the interval hull [Y] can be included as

R½f ðxÞ�X �
[

i
f ð½x�iÞ � ½Y �. (6)

A graphical example of theorem (6) is depicted in Fig. 2, where the interval hull (½Y � ¼ ½�2;�1�) of the
function f ð½x�Þ ¼ ½x�2 þ 2½x� � 1 is bounded over the domain X ¼ ½�2; 0� by applying Eq. (5) for different
subdivisions of ½x� ¼ X .

4. Energy flow analysis

For the sake of generality let us consider two multi-degree-of-freedom (multi-dof) systems coupled
by a massless non-conservative joint (Fig. 3). The system I is loaded by a harmonic force f 1ðtÞ ¼ F1 e

jot. The
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Fig. 1. Interval evaluation with monotonic convergence.
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Fig. 2. Interval hull inclusion by different domain (X) subdivisions.

Fig. 3. The jointed multi-dof systems.
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time-average power at each point of the systems is given by the following relationship:

Pi ¼
1
2
Re fFiV

�
i g, (7)

where Fi and V i are the phasors of the force and of the velocity at point i and * indicates a complex conjugate.
The following mobility equations can be written for systems I and II:

V1 ¼M11F 1 �M12F2,

V2 ¼M21F 1 �M22F2,

V3 ¼M33F 3. (8)
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Since the joint is massless, the following relationship holds:

F2 ¼ F3 (9)

and the next equation can be considered:

V2 ¼ F2ðM33 þMIIIÞ. (10)

The mobility of the joint (system III) is

MIII ¼
oðZG þ jÞ

kGðZ2G þ 1Þ
, (11)

when kG and ZG are the stiffness and the damping of the joint, respectively.
The set of Eqs. (8)–(10) allows to write the following relationship for the powers at the points 2 and 3:

P2 ¼
1

2

jM21F1j
2

jM33 þM22 þMIIIj
2
Re fM�

33g, (12)

P3 ¼ �
1

2

jM21F 1j
2

jM33 þM22 þMIIIj
2
Re fM�

33 þMIIIg. (13)

By considering Eq. (11) and assuming ZG51, the previous equations becomes

P2 ¼
1

2

jM21F1j
2

jM33 þM22 þ oðZG þ jÞ=kGj
2
Re fM�

33g, (14)

P3 ¼ �
1

2

jM21F 1j
2

jM33 þM22 þ oðZG þ jÞ=kGj
2
Re fM�

33 þ oðZG þ jÞ=kGg. (15)

Since the uncertainties of the system are lumped in the joint, its parameters (kG and ZG) are the uncertain
coefficients of the problem. Therefore, Eqs. (14) and (15) can be rewritten by collecting these terms. The
following relationships hold:

P3 ¼
A

aþ 2oðaZG þ bÞ=kG þ o2=k2
G

, (16)

P2 ¼ �P3 �
BoZG=kG

aþ 2oðaZG þ bÞ=kG þ o2=k2
G

, (17)

where

B ¼
1

2
jM21F 1j

2; A ¼ BRe fM�
33g,

a ¼ Re fM33g þRe fM22g; b ¼ Im fM33g þ Im fM22g; a ¼ a2 þ b2. (18)

It is important to focus attention on the sign of each previous term. All the coefficients defined in Eq. (18)
are positive except b. In fact, they are the absolute values or the real part of the point mobility. On the
contrary, the sign of the imaginary part of the mobility changes, assuming positive or negative values [11].

5. Interval analysis of the energy flow

By assuming the expressions defined for P2 and P3 in the previous section and by applying the given rules of
interval computations, the expressions of interval powers ½P2� and ½P3� can be found. By considering the
interval parameters ½ZG� and ½kG�, ½P3� can be written as follows:

½P3� ¼
A

aþ 2oðða½ZG� þ bÞ=kGÞ þ o2ð1=½kG�
2Þ
. (19)
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By applying the interval arithmetic rules (1) and the interval power rule (3), the interval solution is
found to be:

½P3� ¼
A

½T �
¼

A

T sup
;

A

T inf

� �
, (20)

where

½T � ¼ aþ 2o½T2� þ o2½T1� (21)

with

½T1� ¼
1

k2
G;sup

;
1

k2
G;inf

" #
,

½T2� ¼

aZG;inf þ b

kG;sup
;
aZG;sup þ b

kG;inf

� �
if a½ZG� þ b40;

aZG;inf þ b

kG;inf
;
aZG;sup þ b

kG;sup

� �
if a½ZG� þ bo0:

8>>>><
>>>>:

(22)

The solution given by Eq. (22) is found by supposing that a½ZG� þ b takes on positive or negative values
alternatively for all the values within the interval ½ZG�.

Likewise, the interval solution for [P2] can be found as

½P2� ¼ �½P3� þ Bo
½T3�

½T �
¼ �

A

T inf
þ Bo

T3;inf

T sup
;�

A

T sup
þ Bo

T3;sup

T inf

� �
(23)

with

½T3� ¼ �
½ZG�

½kG�
¼ �

ZG;sup

kG;inf
;�

ZG;inf

kG;sup

� �
. (24)

6. Statistics of the energy flow

Let us consider a random variability of the joint parameters

kG ¼ kG0ð1þ �1Þ; ZG ¼ ZG0ð1þ �2Þ, (25)

where kG0 and ZG0 are the reference deterministic values of the stiffness and damping, respectively, while �1
and �2 are dimensionless and zero mean random variables. They are uncorrelated.

In this paper a perturbation technique is shown to study the statistical moments of the energy flows. When
�1 and �2 are small, a series expansion of P2 and P3 in the neighbourhood of the mean values can be written:

P3 ’ P3j0 þ
qP3

q�1

����
0

�1 þ
qP3

q�2

����
0

�2; P2 ’ P2j0 þ
qP2

q�1

����
0

�1 þ
qP2

q�2

����
0

�2. (26)

By substituting Eqs. (16) and (17) into Eq. (26), the following relationships provide the deterministic terms
of the series:

P3j0 ¼
Ak2

G0

o2 þ 2kG0ðbþ aZG0Þoþ ak2
G0

,

qP3

q�1

����
0

¼ 2
Ak2

G0o
2 þ Ak3

G0ðbþ aZG0Þo

ðo2 þ 2kG0ðbþ aZG0Þoþ ak2
G0Þ

2
,

qP3

q�2

����
0

¼ �2
Ak3

G0aZG0o

ðo2 þ 2kG0ðbþ aZG0Þoþ ak2
G0Þ

2
, (27)
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P2j0 ¼ �P3j0 �
BoZG0kG0

o2 þ 2kG0ðbþ aZG0Þoþ ak2
G0

,

qP2

q�1

����
0

¼ �
qP3

q�1

����
0

�
BZG0kG0o3 � BZG0ak3

G0o

ðo2 þ 2kG0ðbþ aZG0Þoþ ak2
G0Þ

2
,

qP2

q�2

����
0

¼ �
qP3

q�2

����
0

�
BZG0kG0o3 þ 2BZG0k2

G0bo
2 þ BaZG0k

3
G0o

ðo2 þ 2kG0ðbþ aZG0Þoþ ak2
G0Þ

2
. (28)

The first- and second-order statistical moments of P2 and P3 are, respectively,

EfP2g ’ P2j0; EfP3g ’ P3j0 (29)

and

EfP2
2g ’ P2

2j0 þ
qP2

q�1

����
0

	 
2

s2�1 þ
qP2

q�2

����
0

	 
2

s2�2 ,

EfP2
3g ’ P2

3j0 þ
qP3

q�1

����
0

	 
2

s2�1 þ
qP3

q�2

����
0

	 
2

s2�2 . (30)

Consequently, since the random variables �1 and �2 have mean void and are uncorrelated, the standard
deviations are:

sP2
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qP2

q�1

����
0

	 
2

s2�1 þ
qP2

q�2

����
0

	 
2

s2�2

s
; sP3

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qP3

q�1

����
0

	 
2

s2�1 þ
qP3

q�2

����
0

	 
2

s2�2

s
. (31)

Therefore, the statistical moments of the energy flow depend linearly on the statistical moments of the same
order of the random variables �1 and �2 [11].

The equations written in this section are valid for any probability density function (pdf).
Since the aim of this paper is to compare the results obtained by the standard interval analysis, the interval

hull method and the stochastic perturbation technique, the dimensionless random variables are chosen with
uniform pdf, because this distribution represents a closer choice to the interval description of the variable.

The following relationships hold for the first- and the second-order statistical moments and the standard
deviation (std):

m1 ¼
x2 þ x1

2
; m2 ¼

ðx2 � x1Þ
2

12
; s ¼

x2 � x1

2
ffiffiffi
3
p . (32)

A dimensionless coefficient, called the confidence factor here, is presented and defined as the ratio between
the interval around the mean and the mean of the energy flow. By considering Eqs. (31) and (32), the following
relationship holds:

f cPi
’

2
ffiffiffi
3
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ððqPi=q�1Þj0Þ
2s2�1 þ ððqPi=q�2Þj0Þ

2s2�2

q
Pij0

; i ¼ 1; 2. (33)

These coefficients can be compared with the relative uncertainty (4) to study the similarity between the
interval and the random analysis.
7. Numerical results

Three systems are studied. The first one is a two-degrees-of-freedom (2-dof) oscillator jointed to another 2-
dof oscillator (Fig. 4). The second one consists of two bending simply supported beams, coupled together by a
non-conservative massless joint (Fig. 5). The third one is similar to the second one where the systems are two
simply supported rectangular bending plates (Fig. 6).
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Fig. 4. The 2-dof–uncertain joint–2-dof system.

Fig. 5. The beam–uncertain joint–beam.

Fig. 6. The plate–uncertain joint–plate.
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7.1. 2-dof oscillator– uncertain joint– 2-dof oscillator

The 2-dof oscillator is a two mass-spring-damper. Two 2-dof oscillators coupled together by a non-
conservative massless joint (Fig. 4) are the first studied system.

The mobilities M21, M22 and M33 can be calculated by the following equations:

M11 M12

M21 M22

" #
¼

1

jo

�o2m1 þ joðc1 þ c2Þ þ k1 þ k2 �joc2 þ k2

�joc2 þ k2 �o2m2 þ joc2 þ k2

" #�1
,

M33 M34

M43 M44

" #
¼

1

jo

�o2m3 þ joc3 þ k3 �joc3 þ k3

�joc3 þ k3 �o2m4 þ joðc4 þ c3Þ þ k4 þ k3

" #�1
. (34)

This test is contemporarily simple and general: four different test cases are investigated, with different
values of the system parameters and joint parameters. The force always excites the point 1 and has 1.0N
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Table 1

The springs stiffness of the 2dof–uncertain joint–2dof system

k1 (Nm�1) k2 (Nm�1) kG0 (Nm�1) k3 (Nm�1) k4 (Nm�1)

k1; k2okG0ok3; k4 1000 1800 2500 3600 4000

k1; k24kG04k3; k4 3600 4000 2500 1000 1800

k1; k2okG04k3; k4 1000 1800 5500 3600 4000

k1; k24kG0ok3; k4 1000 1800 500 2000 1500

Table 2

Physical parameters of the two beams

E (Pa) r (kgm�3) S (m2) L (m) I (m4) Z

First beam 2.1� 1011 7800 2� 10�4 1.5 1.6� 10�9 0.01

Second beam 2.1� 1011 7800 3� 10�4 2.5 2.5� 10�9 0.01
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amplitude, while the stiffness of the springs changes for each different case and is chosen by the scheme in
Table 1.

The mass and the damping values are, respectively, m1 ¼ 1:0 kg, m2 ¼ 2:0 kg, m3 ¼ 1:5 kg, m4 ¼ 3:0 kg,
c1 ¼ 0:1N sm�1, c2 ¼ 0:08N sm�1, c3 ¼ 0:07N sm�1, and c4 ¼ 0:04N sm�1. The reference value of the joint
damping is: ZG0 ¼ 0:03.
7.2. Beam– uncertain joint– beam

Two transversely vibrating supported beams are coupled together through a non-conservative joint as
shown in Fig. 5.

The mobilities appearing in Eqs. (14) and (15) are given by the following relationships:

M21 ¼
2o

rILISI

X
n

jInðz1ÞjInðz2Þ
ZIo

2
In þ jðo2 � o2

InÞ
,

M22 ¼
2o

rILISI

X
n

jInðz2Þ
2

ZIo
2
In þ jðo2 � o2

InÞ
,

M33 ¼
2o

rIILIISII

X
n

jIInmðx3Þ
2

ZIIo
2
IIn þ jðo2 � o2

IInÞ
. (35)

Eigenfunctions and natural frequencies are, respectively,

jnðzÞ ¼ sin
npz
L

	 

; on ¼

np
L

� 
2 ffiffiffiffiffiffiffiffi
EI

rS

s
, (36)

where E is the material Young modulus, r the material density, I the section second moment of area
and S the area of the cross section. In Table 2 the values of the physical parameters used in the numerical test
are reported.

The ‘‘Beam I’’ is loaded by a point force acting at z1 ¼ 0:3m and its amplitude is 1N. The joint links the
point z2 ¼ 0:7m of the first beam with the point x3 ¼ 0:4m of the second one. Two tests are performed with
this model: one when the reference stiffness of the joint is kG0 ¼ 1000Nm�1 and the reference damping is
ZG0 ¼ 0:01, and the second when the reference damping is equal to that of the first test, while the reference
stiffness of the joint is kG0 ¼ 10; 000Nm�1.
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Table 3

Physical parameters of the two plates

E (Pa) r (kgm�3) n Lz (m) Lx (m) h (m) Z

First plate 2.1� 1011 7800 0.28 1 1.2 0.002 0.01

Second plate 2.1� 1011 7800 0.28 1.5 1.6 0.0025 0.01
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7.3. Plate– uncertain joint– plate

Two bending rectangular plates simply supported along the four edges and coupled together by a non-
conservative joint (Fig. 6) are the third studied case.

The mobilities are determined by

M21 ¼
4o

rIhISI

X
n;m

jInmðz1; x1ÞjInmðz2; x2Þ
ZIo

2
Inm þ jðo2 � o2

InmÞ
;

M22 ¼
4o

rIhISI

X
n;m

jInmðz2; x2Þ
2

ZIo
2
Inm þ jðo2 � o2

InmÞ
,

M33 ¼
4o

rIIhIISII

X
n;m

jIInmðz3; x3Þ
2

ZIIo
2
IInm þ jðo2 � o2

IInmÞ
, (37)

where S, h, r and Z are the surface area, the thickness, the material density and the damping of each plate,
respectively, while jnm and onm are the eigenfunctions and the natural frequencies of the systems:

jnmðz; xÞ ¼ sin
npz
Lz

	 

sin

mpx
Lx

	 

; on ¼

np
Lz

	 
2

þ
mp
Lx

	 
2
" # ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Eh2

12rð1� n2Þ

s
. (38)

In Table 3 the values of the physical parameters used in this numerical test are reported.
The first plate is excited by a force, F 1 ¼ 1:0N, in (z1 ¼ 0:1m; x1 ¼ 0:15m). The plates are connected at the

points: (z2 ¼ 0:45m; x2 ¼ 0:3m) on the first plate and (z3 ¼ 0:23m; x3 ¼ 0:34m) on the second one.
As for the two beams test, also here two cases are investigated: kG0 ¼ 1000Nm�1 and ZG0 ¼ 0:01 are the

joint parameters of the first one, while kG0 ¼ 10; 000Nm�1 and ZG0 ¼ 0:01 are those of the second one.
8. Comments of the results

The systems are studied for �1 2 ½�0:1; 0:1� and �2 2 ½�0:5; 0:5�. The interval around the mean is large and
the efficiency of the perturbation method is strained.

Two comparisons are made for each vibrating system: the first is between the standard interval analysis and
the interval hull method given by Eq. (6), and the second between the interval technique and the random
perturbation technique. The stochastic results are obtained by summing the quantities �

ffiffiffi
3
p

s to the mean
value. Thus, the mean is compared with the interval central value and the supremum/infimum values of the
interval are compared with the random interval extremes.

Fig. 7 show the change of the relative uncertainties mean with the number of subdivisions for the first test
case of the ‘‘2-dof–uncertain joint–2-dof’’ (see Table 1). An average of the relative uncertainties is derived on
the whole frequency range. The relative uncertainties decrease rapidly with the increment of subdivisions and
tends to an asymptotic value.

Fig. 8 shows a detail of the energy flow P2 spectrum. The nominal result is traced together with the inferior
and the superior result provided by different techniques. These boundaries represent the uncertainty of the
solution around the nominal value at each frequency. The results of the interval standard method and of
the interval hull method are compared. As the number of sub-intervals increases (the bold arrows indicate the



ARTICLE IN PRESS

0 10 20 30 40 50 60 70 80
1.6

1.8

2

2.2

2.4

2.6

2.8

3

3.2

number of sub–intervals

m
ea

n 
of

 Δ
 r

2 

0 10 20 30 40 50 60 70 80

1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

number of sub–intervals

m
ea

n 
of

 Δ
 r 3

 

Fig. 7. 2-dof–uncertain joint–2-dof first test case: (a) P2 relative uncertainty mean variation with the number of sub-intervals and (b) P3

relative uncertainty mean variation with the number of sub-intervals.
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increase of the sub-intervals) the solution of the interval hull technique (grey-scale continuous lines) tends to a
solution with a minimum uncertainty radius (black continuous line). To be more precise: the relative
uncertainty decreases. It is shown that the result of the interval standard method gives the largest
overestimation. In the frequency range close to the resonance peaks the interval solutions are not drawn
because they rapidly tend to infinity. In fact, the solution is calculated by the classical interval operation
defined in Eq. (1). The division is not defined if zero is included in the interval of the denominator and in this
case the result is the interval ½�1;þ1�. In the studied case Eqs. (20) and (23) show the variable [T] at the
denominator. It can take on positive and negative values, so that T can be equal to zero. When this occurs the
result is ½�1;þ1� and Fig. 8 shows this behaviour at the resonance.

It is interesting to underline that the frequency range in which the interval solutions are not defined, and
then not drawn, gives a measure of the resonances’ uncertainty occurrence. In fact, since the inclusion is
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Fig. 9. 2-dof–uncertain joint–2-dof first test case: computational time variation with the number of sub-intervals.
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Fig. 10. P2 of 2-dof–uncertain joint–2-dof: random (______) vs. interval hull (yyy.): (a) first test case; (b) second test case; (c) third test

case; and (d) fourth test case.
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guaranteed for each value of kG and ZG chosen in their definition interval, the solution curves have a resonance
in the frequency interval indicated in Fig. 8.

As the relative uncertainty decreases, the computational time increases (Fig. 9), because it is necessary to
evaluate the solution for each subinterval. This technique does not reach the computational critical time of the
Monte Carlo simulation, but if a large number of short sub-intervals is used the decrease of the response
uncertainty is paid by an increase of the computational time. A good compromise, for this test case, between
short times and close boundaries is 40 sub-intervals: the computational time is acceptable and the relative
uncertainty is close to its asymptotic value, as shown in Figs. 7 and 9.

Fig. 10 shows the comparison between the best interval result (interval hull with 40 sub-intervals) and
the random solution of P 2 spectrum for the four ‘‘2-dof–uncertain joint–2-dof’’ test cases shown in Table 1.
Figs. 11 and 12 show the comparison between the relative uncertainties and the confidence factors.

To emphasize the difference between the two drawn curves, an appropriate y scale is chosen. The peaks of
the confidence factors are cut, because their parts, which cannot be compared with the relative uncertainties,
are not significant in this analysis. Unless around the natural frequencies a good agreement is found between
the probabilistic and the interval results. Since the relative uncertainties and the confidence factors are defined
to increase with an increase of uncertainty, at the resonance frequency they tend to infinity. In fact, as shown
in Figs. 8 and 10, the uncertainty increases in the neighbourhood of the resonance.

The high-frequency behaviour of the relative uncertainties is meaningless in this set of test cases. In fact, this
system has only four natural frequencies and at high-frequency values it does not show resonant behaviour.
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The confidence factors and the relative uncertainties show an asymptotic behaviour in the frequency range
away from the resonances. The gap between these two variables becomes constant and very similar for each
test condition when the asymptotic behaviour occurs.

It is interesting to observe that the largest differences between the probabilistic and the interval solutions are
found for the P2 energy flow, while the confidence factor and the relative uncertainty of P3 have a better
agreement (Figs. 11 and 12). Moreover, Fig. 10 shows that the largest differences between the random and the
interval methods are found when the joint has a nominal stiffness value close to the stiffness of the system
springs. In fact, Fig. 10d, which represents the results for a weak coupling (see Table 1), shows the lowest
difference. Equally, Figs. 11d and 12d show the lowest uncertainties.

The results of the two coupled beams system are investigated below.
Fig. 13 are similar to Fig. 7 and show the change of the mean of the relative uncertainties when

kG0 ¼ 1000Nm�1. The computational time increases with the number of sub-intervals, as shown in Fig. 14. In
this case the increment amount is higher than that seen for the discrete system.

A comparison between the interval standard and the interval hull results for P2 is shown in Fig. 15.
At low frequencies, the interval hull method improves the solution. In fact, the interval around the nominal

solution is smaller than the interval given by the standard interval computation (see Fig. 15a). Moreover, the
graphics show that the interval hull guarantees solution inclusion also at the resonance frequencies where
the result is more sensitive. Also in this case, at the resonance frequencies the curves of Fig. 15a show a jump.
The reason is the same as that described before for the ‘‘2-dof–uncertain joint–2-dof’’.
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Fig. 13. Beam–uncertain joint–beam for kG0 ¼ 1000Nm�1: (a) P2 relative uncertainty mean variation with the number of sub-intervals

and (b) P3 relative uncertainty mean variation with the number of sub-intervals.
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Fig. 14. Beam–uncertain joint–beam for kG0 ¼ 1000Nm�1: computational time variation with the number of sub-intervals.
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At high frequencies the interval hull result is still better, but quite similar to that of the interval standard.
This depends on the nature of the uncertain junction. In fact, the joint is localized and it is described as a point
mobility. Therefore, it influences a few sets of modes of the coupled system.

In this frequency range the jump in correspondence of the eigenfrequencies does not occur, because the
interval [T] does not include the zero.

In Fig. 16 the confidence factors and the relative uncertainties of the energy flow P2 and P3, for
kG0 ¼ 1000Nm�1, are compared. These two indices of the energy flow uncertainties have a good agreement
and show an asymptotic similar behaviour to that at high frequencies. The high variation of these two
variables at low-middle frequencies depends on the increase of uncertainties around the resonance frequencies.
The sharper the resonance peaks, the higher the uncertainty at the eigenfrequencies. Moreover, as shown
before in Fig. 15, the joint uncertainties affect the resonances in the frequency range [0–100]Hz more.

Fig. 17 shows the change of the mean of the relative uncertainties: on using the interval hull the sub-
intervals increase. Fig. 18 shows a comparison between the confidence factors and the relative uncertainties of
the energy flow P2 and P3 when kG0 ¼ 10; 000Nm�1. The asymptotic behaviour of f c and Dr is similar to that
of the same variables for kG0 ¼ 1000Nm�1. On the contrary, at low frequencies the uncertainty around the
resonance peaks is higher when kG0 is higher.
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Fig. 15. P2 of beam–uncertain joint–beam for kG0 ¼ 1000Nm�1, interval standard (yyy) vs. interval hull (_________): the whole

studied frequency range and two zooms.
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The results of the two plate systems are given in Figs. 19–22. Also, here, the increments of the sub-intervals
improve the results of the interval hull (Figs. 19 and 21) up to convergence.

The comparison of the relative interval and the confidence factor (Figs. 20 and 22) shows, also in this case, a
good agreement, especially for the energy flow P3, and an asymptotic behaviour.
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Fig. 17. Beam–uncertain joint–beam for kG0 ¼ 10; 000Nm�1: (a) P2 relative uncertainty mean variation with the number of sub-intervals

and (b) P3 relative uncertainty mean variation with the number of sub-intervals.
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Fig. 19. Plate–uncertain joint–plate for kG0 ¼ 1000Nm�1: (a) P2 relative uncertainty mean variation with the number of sub-intervals and

(b) P3 relative uncertainty mean variation with the number of sub-intervals.
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Since the modal density of the plates is higher than the modal density of the beams and the modal density of
the plates is constant with frequency while that of the beams decreases, the graphics of f c and Dr are more
oscillating at low frequencies than those of the beams (Figs. 20 and 22).

9. Conclusions

The confidence of the energy flow level between three multimodal systems coupled by uncertain joints is
studied using three different procedures: (i) the standard interval analysis, (ii) the interval hull analysis and (iii)
a stochastic perturbation technique. The studied systems are simple, but general and consequently meaningful.
One is discrete: ‘‘2-dof–uncertain joint–2-dof’’. Two are continuous: ‘‘beam–uncertain joint–beam’’ and
‘‘plate–uncertain joint–plate’’. The considered joint is a spring–damper system coupling one point of the first
system with one point of the second one.

The results show that the best interval results are obtained by the interval hull technique which allows to
improve the solution of the standard interval analysis by a slight increase of the computational time.
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Fig. 21. Plate–uncertain joint–plate for kG0 ¼ 10; 000Nm�1: (a) P2 relative uncertainty mean variation with the number of sub-intervals

and (b) P3 relative uncertainty mean variation with the number of sub-intervals.
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Fig. 22. Plate–uncertain joint–plate for kG0 ¼ 10; 000Nm�1: (a) P2 confidence factor (_________) vs. relative uncertainty (yyy.) and

(b) P3 confidence factor (_________) vs. relative uncertainty (yyy.).
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Therefore, it is advisable to use this procedure always to obtain narrower interval uncertainty. A comparison
of the results obtained using the interval hull and the probabilistic technique shows that very similar solutions
are reached if the uncertainties are described by comparable laws and comparable characteristic parameters.
In fact, in the studied cases a uniform pdf is used to describe the random uncertainty of the joint and the
amplitude of the interval is chosen to be equal to the amplitude of the pdf. Therefore, the probabilistic and the
interval methods are generally reversible.

In conclusion, the interval analysis is advantageous with respect to the probabilistic method studied in this
paper, because: it does not require the knowledge of a probability distribution of the uncertainties, but only its
interval bounds and, since it is not a perturbation technique, the interval analysis is not affected by the
uncertainty of size.

In fact, when a parameter is considered uncertain, its value is effectively unknown in a bounded physical
range. The assumption of a probability distribution in this range involves knowledge of the effective statistics
of this parameter, that is generally an arbitrary assumption.
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If the variance of the random variables is very high the stochastic perturbation technique fails and only a
Monte Carlo method, with its computational burden, can provide a solution for the problem.

Moreover, when the number of uncertainty variables is small and analytical relationships can be written for
the investigated physical quantities (e.g. energy flow), algebraic manipulations are sufficient to reach the
equations that yield the interval solutions. On the contrary, more complicated mathematical computations are
needed for the probabilistic approach.
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