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the strategies to avoid having to interpret raw time signals is to use baseline subtraction

techniques. However, environmental effects modify the signals, causing large amplitude

levels in the subtracted signal which can mask information received from weak

reflectors such as defects. A large database of baselines covering environmental effects

commonly faced by the structure becomes necessary, and the simple gathering of these

baselines becomes a difficult task. This paper investigates how a temperature

compensation method can be used to reduce the number of signals required in the

database. The strong influence of signal complexity and mode purity on the

effectiveness of this method is shown experimentally. Finally, an airframe panel is

tested using a temperature compensation strategy developed.

& 2009 Elsevier Ltd. All rights reserved.
1. Introduction

Structural health monitoring of complex structures is an increasingly important topic particularly for aerospace
applications, but also in the oil and gas, nuclear and shipping industries. Techniques based on sparse arrays of sensors
which generate and receive guided waves are among the most promising candidates [1–7]. Guided waves propagate over
large distances and certain modes have the ability to transmit through a variety of structural features leading to a relatively
small number of sensors being able to cover the structure.

In structures containing high densities of structural elements, the time-traces obtained are often too complex to be
directly interpreted due to the large number of overlapping reflections. In this case, the baseline subtraction technique
becomes attractive [8,9]. In this method a current signal from the structure is subtracted from a signal which has been
acquired during the initial stages of operation of the structure. This eliminates the need for interpretation of the complex
raw time signal and any defects will be clearly seen provided the amplitude of the residual signal obtained after subtraction
of the baseline signal is sufficiently low when the structure is undamaged. The ideal amplitude level of the residual signal
should be close to �40 dB relative to the amplitude of the first arrival in a pitch-catch configuration since reflections from
defects are likely to produce levels of �30 dB or lower [10–13].

Temperature has a great influence on transducer performance and on wave propagation [14,15]. Influence on
transduction can be eliminated by careful material selection and packaging techniques. Wave propagation is affected when
the elastic properties and density of the propagating medium are shifted. This means significant changes in signals will
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happen even with very small (o0.5 1C) temperature drifts. Testing of the structure will happen over a range of
temperatures which are bound to change significantly the signals obtained. Approaches to overcome this problem are
presented in Refs. [15,16], and are called baseline selection or optimal baseline subtraction; these involve the use of a
database of signals that represents environmental conditions commonly faced by the undamaged structure which are
recorded during the initial stages of operation. The current signal is compared to each signal in the database and the
optimal baseline signal will be the one which gives the lowest residual. However, to reach the targeted levels of amplitude
in the residual signal, the temperature interval needed between baselines is very small. As will be demonstrated, an
impractical number of baselines would be necessary to ensure acceptable results if only baseline subtraction is used.

Temperature compensation techniques [9,17] can be used in conjunction with optimal baseline subtraction to increase
the allowable temperature gap between baseline signals and therefore to reduce the number of signals in the database.
However, these techniques may be affected by the complexity of the signals and the degree of mode purity.

This paper begins by discussing the influence of mode purity and signal complexity on signal processing techniques for
temperature compensation. Experimental setups consisting of simple pitch-catch arrangements using transducers
generating different A0/S0 mode ratios at a range of frequencies were used. The spatial frequency of reflectors was also
varied by testing plates of different sizes. The effects are quantified so the minimum number of baselines necessary for a
robust SHM system is identified. Finally, a real complex structure is monitored using the signal processing strategy
described.

2. Influence of temperature on wave propagation and baseline subtraction

The influence of temperature on wave propagation was demonstrated in Ref. [16]. Two Hanning-windowed tone bursts
are considered, I0 and I1, which represent the baseline and the current signal, respectively. The current signal is taken at a
different temperature so it is expanded in time by dt, which is the time shift:

I0 ¼ u0hðtÞ sin ot (1)

I1 ¼ u0hðtÞ sin oðt þ dtÞ (2)

where h(t) is the Hanning window function, u0 is the amplitude, o, the angular frequency, and t is time. As demonstrated in
Ref. [16], the time shift for direct subtraction can be represented as

dt ¼
d

v
ða� gÞdT (3)

where g is the fractional change in phase velocity with temperature, k/v, k being the coefficient of change in phase velocity
with temperature and v the phase velocity; dT is the variation in temperature, d is the propagation distance, and a is the
coefficient of thermal expansion. Eq. (3) shows that change in wave velocity due to temperature drifts is the main cause of
time shift in signals, since g is typically significantly larger than a. It also shows that increases in temperature will always
cause a positive dt, as this will increase the propagation path due to thermal expansion of the structure and reduce phase
velocity values, since, as mentioned in [16], a typical value of k is �1 m s�1

1C�1. Eq. (3) can be simplified to

dt ¼
d

v
bdT (4)

where b is (a�g). If the concept of baseline subtraction is applied, I1 is subtracted from I0, and defining U0 ¼ u0h(t)

I1 � I0 ¼ U0ðsinoðt þ dtÞ � sinotÞ (5)

By assuming that dt is small enough to allow a small angle approximation:

jI1 � I0jmax ¼ 2pfU0dt (6)

where f is frequency.
It follows from the development of Eq. (5) that if two waves of equal amplitude arrive in phase, the amplitude of the

residual signal will be doubled. When the number of reflectors increases, as in a complex structure, interference will
happen more frequently, so the maximum residue after baseline subtraction will increase. This suggests that the residual
signal is proportional to the temperature difference between the current signal and baseline (expressed by the time shift),
to the number of overlapping arrivals and to the excitation frequency.

However, by combining Eqs. (4) and (6) and considering l ¼ v/f

jI1 � I0jmax ¼ 2p d

l
U0bdT (7)

Eq. (7) shows that the residual level is proportional to the propagation distance expressed in wavelengths rather than
simply to the frequency; only if the velocity is constant with frequency (i.e. the mode is non-dispersive) is the residual for a
given propagation distance simply proportional to frequency. This is an important issue when selecting the mode and
frequency which will be used by the monitoring system.
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3. Specimens and test setup

Fig. 1 shows a sketch of the simple pitch-catch system used in this work. Two steel plates of 5 mm thickness and lengths
L of 1 and 0.4 m were used. All other dimensions, including positioning of the transducers, were kept proportional to L. The
system was placed in a temperature controlled environment where the temperature was gradually increased by 10 1C over
3 h and then cooled back to ambient temperature over 2 h, signals being acquired at 0.1 1C steps. This cycle was repeated
with an interval of a day and signals obtained during the first cycle were used as baselines while signals from the second
cycle were considered current signals. Therefore, for each value of temperature within the 10 1C range considered, two
signals, recorded during heating and cooling of the system, were present in the database. The temperature was monitored
by type-K thermocouples soldered to the plate next to the transducers. Temperature was read to a precision of 0.1 1C.

Two types of piezoelectric transducers were used: one generating an almost pure A0 mode at low frequencies, and the
other generating different S0/A0 ratios at two higher frequencies. Both transducers were attached to the plates with epoxy
adhesive (Loctite Hysol E-05CL) which was room temperature cured for 36 h and cycled at temperatures above those
expected during operation to avoid post-curing effects and to relieve residual stresses in the bond layer which lead to
changes in stiffness during operation [18]. Constant pressure was applied to the transducer during curing so that a thin
bond line was obtained; this reduces the influence of change in the bond line on transducer behaviour.

The low-frequency A0 transducer uses a backing mass and a soft front layer to lower the through-thickness resonance
frequency of a piezoelectric element to around 20 kHz for a 3 mm thick front layer. The presence of the front layer allows
the system to be modelled as a simple spring-mass system as shown in Fig. 2a where a sketch of the system can also be
seen. The front layer, in this case made of silicon carbide (SiC) foam, also reduces transmission of unwanted in-plane
motion, caused by Poisson’s ratio effects in the piezoelectric element, which would lead to excitation of the S0 mode in the
structure.

The ratio of the amplitudes of the A0 and S0 modes was obtained by finite element modelling of the transducers
attached to a 5 mm-thick, 1 m-long steel plate, in pulse-echo mode, with the piezoelectric behaviour of the transducer
included in the model. Excitation was achieved by applying a voltage signal to the top surface of the piezoelectric element
while the bottom surface was grounded, simulating the experimental setup. Bond layers were included in the finite
element models as a line of quadratic elements of the same dimension as in the rest of the model (0.25 mm square), with
material properties of epoxy (Young’s modulus: 2.8 GPa; density: 1200 Kg m�3; Poisson’s ratio: 0.345). It was found that
small changes in bond line thickness did not significantly influence the predictions; this was thought to be because of the
similarity between the elastic properties of epoxy and SiC foam which meant that a change in bond line thickness had a
similar effect to a small change in the thickness of the interlayer. Damping was also included in the bond layers; for this,
values of Gl/GN ¼ 0.3 and El/EN ¼ 0.3 were used, where G and E are the shear and Young’s moduli, respectively, and the
subscripts l and N stand for the loss modulus and the long-term modulus, respectively (for further details on the damping
parameters used, see Ref. [19]). The transducer generated a wave in the plate which was reflected at the edge and
propagated back to the transducer. Due to the significant differences in velocity between the two modes and the large
propagation distance involved, the reflection of the two modes could be separated in time and when these signals were
received by the transducer a voltage time trace was generated; this was used to obtain the mode amplitude ratios. To avoid
dispersion effects which cause reduction of amplitude due to spread of the signals in time, the computation of the ratio was
carried out in the frequency domain. The mode ratio obtained from this procedure is that obtained in signals when using a
given transducer type in pulse-echo or pitch-catch mode. When the low-frequency A0 transducer was modelled with
Fig. 1. Schematic diagram of positioning of transducers and defect as a function of plate length L.
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Fig. 2. (a) Schematic diagram of low-frequency pure A0 transducer; (b) frequency-response function of the same transducer with a 20 1C temperature

shift.

T. Clarke et al. / Journal of Sound and Vibration 329 (2010) 2306–2322 2309
dimensions as shown in Fig. 2a, the received voltage time trace obtained showed a ratio between the A0 and S0 mode
signals of 73 dB. When a transducer with the same geometry but with no interlayer was modelled under the same
conditions, an A0/S0 mode voltage ratio of 38 dB was obtained at the new resonance of the system (100 kHz).

To evaluate the temperature stability of the A0 transducer on a 5 mm-thick aluminium plate, the frequency-response
function (FRF) of the transducer was obtained by focusing a laser interferometer, measuring out-of-plane velocity, on the
backing mass of the transducer and dividing the frequency content of the measured signal by the frequency content of the
input signal. Fig. 2b shows the FRF obtained using this procedure at 20 1C, the resonance of the system being at 22 kHz.
Fig. 2b also shows the FRF obtained for the system at 40 1C; an expected significant change in the FRF is seen in the vicinity
of the resonance suggesting the occurrence of phase shifts. Phase stability is a key requirement of the transducer if baseline
subtraction is to be used, so it is necessary to operate off resonance. It was found that operation at 35 kHz centre frequency
caused minor amplitude variations to occur, which can be easily corrected for, phase shifts being negligible. Excitation of
the transducer in this frequency region also produced adequate signal amplitude in the structure, therefore giving a good
compromise between stability and transmitted energy. Details of the design, behaviour and temperature stability of this
transducer can be found in Ref. [20].

The other transducer used in the experiments was a 20 mm diameter, 1 mm thick piezoelectric disc, as used in Ref. [17].
The frequency response of the waves generated in the plate by this piezoelectric element shows a sharp drop in excitation
of the A0 mode at around 150 kHz when the ratio of the diameter of the disc to the wavelength of this mode approaches
unity. Therefore, when excited with a five-cycle Hanning windowed toneburst with a centre frequency of 150 kHz, a 17 dB
S0/A0 mode received voltage ratio is obtained in a pulse-echo configuration. If the element is excited with a similar signal
centred at 200 kHz, which is above the sharp drop in excitation of the A0 mode, the S0/A0 mode ratio is reduced to 8 dB. The
S0 mode excitation is relatively constant in the 100–300 kHz frequency range. This leads to adequate temperature stability
over the entire excitation frequency range; the phase stability is good, only amplitude changes being found, which can be
easily compensated for.
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To validate the FE models, the out-of-plane displacement monitored on the surface of the plate generated by each
transducer in the model was compared to signals obtained when an identical experimental setup was used, with a laser
vibrometer measuring out-of-plane displacement at the surface of the plate. Good agreement between experimental and
FE results was found in all cases. In the A0 mode transducer case, errors between the FE- and experimentally obtained FRF
were within 10 percent for amplitude and frequency content and within 5 percent for the A0/S0 mode amplitude ratio; in
the S0 mode transducer case the amplitude ratio between the two modes matched the FE-obtained voltage ratio within an
error of 5 percent.

A PC was used to upload input signals to an arbitrary function generator (Agilent 33220) which was connected through
an amplifier to the emitting transducer. The signal from the receiver was pre-amplified and acquired via a 12-bit PC-based
oscilloscope set to 100 averages.

A brass cylinder of 5 mm diameter and 6 mm length was attached to the surface of the plates with a couplant to
simulate a weak reflector or ‘‘defect’’. The position of this simulated defect is indicated in Fig. 1.

4. Temperature compensation methods

4.1. Optimal baseline method

The optimal baseline method is based on the identification of a signal within a database which is most similar to a
current signal taken from the structure during inspection. If the two signals are similar enough, low levels of residual will
be achieved when the two are subtracted in the absence of a defect. Since environmental effects are the main reason for
changes in the response of the system, the optimal baseline method is effectively a search for the signal which has been
taken at environmental conditions similar to those found during inspection. The database of signals will have been
previously acquired during the initial stages of operation of the structure after conventional NDE techniques have been
used to search for manufacturing defects.

The selection of the optimal baseline is generally done by subtracting all the signals in a database from the signal
currently taken during inspection. The choice of best baseline is done by monitoring a value which describes the amplitude
of the residual signal. It is clear that a large database, covering all environmental conditions likely to seen in practice, is
necessary if small residual levels are to be obtained with this method.

As demonstrated in Ref. [15], the minimum level of residual in not necessarily found when the current signal is
subtracted from a baseline taken at exactly the same temperature at an earlier stage; the optimal baseline is often a signal
taken at a slightly different temperature, the difference typically being of the order of 0.1 1C. This effect may be attributable
to uncertainties in temperature measurement.

4.2. Optimal stretch method

As seen in Section 2, temperature changes affect the velocities of the different modes besides causing expansion or
contraction of the structure. These changes cause signals to arrive earlier or later in time; this effect is cumulative so that
later parts of the signal, corresponding to larger propagation distances, suffer larger absolute delays.

Several related methods for correcting this effect have been presented in the literature based on time domain stretching
[21] of either the reference signal or the current signal, estimation of delay as a function of time through local coherence
and use of these values as factors for subsequent time-domain stretch [9,14], or simple frequency domain stretch [17,20].
Stretching of the signal in time or frequency causes dilations of wave-packets as well as arrival times; this means that these
techniques do not compensate perfectly for temperature effects since the frequency content of the signal is altered.

In this paper the correction was made in the frequency domain by stretching the frequency axis. Fig. 3a shows part of
the spectrum of a reference signal and of a second signal taken with a temperature difference of 10 1C. To compensate for
the small difference between the two spectra, the frequency step size, Df, of the spectrum of the second signal was
stretched or compressed in small steps. In each step, the stretched spectrum of the second signal would be multiplied by
the ratio between the spectrum of the input signal and the stretched spectrum of the input signal; this is a correction factor
for spectrum distortion effects, as described in Ref. [17]. The optimal stretch corresponds to the minimum of the residual
signal in time or to the maximum in correlation between the spectra of the two signals. Fig. 3b shows the best match
between the spectra of the two signals shown in Fig. 3a. Small differences in the overall amplitude of the two spectra are
compensated by normalising the power content of each signal in the frequency domain. This amplitude correction in the
frequency domain occasionally leads to excessive or insufficient amplitude corrections at certain frequencies, as can be
seen, for example, in the region around 26 kHz in Fig. 3b, but the overall amplitude differences in the time domain are
considerably improved.

4.3. Filtering of noise in the subtracted signal

When the optimal stretch method is used to compensate for a temperature gap between a reference and a current
signal, differences in matching of different regions of the spectrum are often seen. This unequal matching occurs because
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Fig. 3. (a) Spectrum of the reference signal (21.8 1C) and of the current signal (31.8 1C); (b) spectrum of the reference signal (21.8 1C) and of the current

signal (31.8 1C) after optimal stretch and power normalisation.
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the centre frequency of the spectrum of the two signals is where the largest power is concentrated and, therefore, the
highest amplitude is found. Consequently, the best match of the region close to the centre frequency during stretch of the
frequency axis will cause the sharpest drop in the rms of the residual signal. However, the quality of the match in other
parts of spectrum is less good and analysis of the frequency content of the subtracted signal shows that high levels of
residue are found at frequencies above or below the centre frequency region. Fig. 4 shows the spectrum of the residual of
the subtracted signal between a reference and a current signal with a 10 1C temperature difference. High amplitudes are
seen at frequencies below the centre frequency of the input signal (35 kHz). A filter with bandwidth equivalent to that of a
seven-cycle Hanning windowed toneburst was used to eliminate the unwanted regions of the spectrum of the subtracted
signal. The use of such a simple bandpass filter can give a 5–10 dB reduction of amplitude levels in the residual. The
bandwidth of the filter was chosen as a compromise between reduction of noise levels and maintenance of sufficient
spatial resolution for defect localisation. Further description of this method and of the type of noise found in the spectrum
of the subtracted signal can be found in Ref. [20].

5. Results for different plate sizes

Results presented in this section were obtained by using two low-frequency A0 transducers in a pitch-catch
configuration on the two plate sizes, with dimensions as described in Section 3 and Fig. 1.

5.1. Optimal baseline method

Fig. 5a shows the signal obtained from the large plate at a temperature of 28.9 1C and the residue obtained when this
signal and the selected optimal baseline, which was taken on the previous day at 29.0 1C, are subtracted. The first arrival
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Fig. 4. Spectrum of the signal obtained from subtraction between a reference signal and a current signal with 10 1C temperature difference after optimal

stretch processing, the bandpass filter used to eliminate noise and the filtered spectrum.

Fig. 5. (a) Signal taken at 28.9 1C and the signal obtained when subtracted from baseline (29 1C) on the large plate; (b) amplitude of the subtracted signal

relative to amplitude of the first arrival in Fig. 5a.
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can clearly be seen and multiple reflections from the edges of the plate arrive later. The noise levels in the subtracted signal
relative to the amplitude of the first arrival are shown in Fig. 5b and correspond to a worst case of �38 dB. This value is
close to the target of �40 dB but these results demonstrate how small the temperature gaps between baselines need to be
to ensure satisfactory results. It was noted that the direction of the temperature variation of the structure within the cycle
did not influence the behaviour of the algorithm; the optimal baseline selected by the algorithm for a signal taken during
cooling of the structure in the second cycle, for example, was equally likely to be selected from the heating or cooling stages
of the first cycle.

Fig. 6a shows the signal obtained for the small plate at 32.6 1C and the residual signal after subtraction from the optimal
baseline, which in this case was taken at 32.5 1C. The decay rate of the signal in Fig. 6a is much higher than that of the
corresponding signal on the large plate (Fig. 5a). This is thought to be due to mode conversion at the edges, which are not
perfectly normal to the surface, and to attenuation and mode conversion at transducer bond lines. In the small plate there
are more interactions with the edges and bond lines in a given time than on the large plate (propagation equivalent to one
side length takes 0.18 ms in the small plate and 0.45 ms in the large plate).

Fig. 6b shows that the level of residue obtained, �39 dB relative to the first arrival in Fig. 6a, is also close to the target of
�40 dB. In the simpler signal of Fig. 2, only one time region was responsible for the worst residual amplitude value, which
was the point (0.6 ms) where four reflections from the edges overlap. The corresponding point in the small plate is at
0.25 ms, but since the distances between reflectors are smaller than in the large plate case, strong overlapping of reflections
happens throughout the entire signal.

Figs. 7a and b show the residual levels after subtraction of signals taken on the large plate and the small plate with a
temperature gap of 0.3 1C. This simulates the effect of the baseline data set being obtained with a larger temperature step
size. In both cases the worst residual level is increased to around �31 dB relative to the first arrival. This shows that if the
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Fig. 6. (a) Signal taken at 32.6 1C and the signal obtained when subtracted from baseline (32.4 1C) on the small plate; (b) amplitude of the subtracted

signal relative to amplitude of the first arrival in Fig. 6a.

Fig. 7. Residual levels after subtraction for (a) large plate and (b) small plate with a temperature gap between current signal and baseline of 0.3 1C (current

signal at 32.6 1C, baseline at 32.3 1C), relative to the first arrival.

Fig. 8. (a) Signal taken at 26.5 1C and the signal obtained from immediate subtraction from baseline (21.5 1C) on the large plate; (b) amplitude of the

subtracted signal relative to amplitude of the first arrival in Fig. 8a.
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optimal baseline method is used alone it is necessary to store a very large baseline set at small temperature step sizes
(0.1 1C), which is likely to be impractical to store and difficult to obtain.
5.2. Optimal stretch method

For the results shown in this section, a signal taken at room temperature (21.5 1C) will be taken as the reference and the
effectiveness of the optimal stretch method will be evaluated for a current signal taken 5 1C above reference. This
temperature difference was considered a challenging test for the robustness of the optimal stretch method because high
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Fig. 9. (a) Signal taken at 26.5 1C and the signal obtained when subtracted from stretched reference (21.5 1C) on the large plate; (b) amplitude of the

subtracted signal relative to amplitude of the first arrival in Fig. 9a.

Fig. 10. (a) Signal taken at 26.5 1C and the signal obtained when subtracted from stretched reference (21.5 1C) on the small plate; (b) amplitude of the

subtracted signal relative to amplitude of the first arrival in Fig. 10a.
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levels of residual are found for direct subtraction of the two signals as seen in Fig. 8a, which shows the signal taken from
the large plate at 26.5 1C and the signal obtained after direct subtraction from the baseline at 21.5 1C. Fig. 8b shows that the
worst amplitude level in the residual reaches �10 dB relative to the first arrival.

Fig. 9a shows the signal obtained after temperature compensation of the signal of Fig. 8 through the optimal stretch
method. The amplitude levels in the subtracted signal are around �38 dB relative to the first arrival seen in Fig. 9a for a 5 1C
temperature change, as can be seen in Fig. 9b. This is a large improvement compared to the value of the signal obtained
from direct subtraction (�10 dB relative to the first arrival, as shown in Fig. 8).

The same procedure was repeated for signals obtained on the small plate. The worst amplitude level in the residual
signal after direct subtraction between a signal taken at 26.5 1C and a baseline at 21.5 1C was �11 dB relative to the first
arrival. This level is similar to the result obtained for direct subtraction between two signals taken at the same
temperatures on the large plate (as was seen in Fig. 8).

When the optimal stretch technique is used to compensate for the 5 1C temperature difference between the signals
taken from the small plate, the residual signal level shown in Fig. 10 is obtained after subtraction. A worst value of �27 dB
relative to the first arrival was found; this is far from the target value of �40 dB and much poorer than the performance of
the method on the signals taken on the large plate. This difference between the large and small plates was seen
consistently in data from multiple experiments. This suggests that the effectiveness of the optimal stretch method in
compensating for large temperature differences is reduced when it is applied to more complex signals comprising a large
number of reflections. The optimal stretch method therefore has limited applicability on health monitoring of complex
structures if it is used as the sole temperature compensation technique.
5.3. Combined use of the optimal baseline and the optimal stretch methods

Figs. 11a and b show the results obtained when applying the optimal stretch method to compensate for a temperature
difference between a current signal taken at 26.5 1C and reference signals taken 1 and 2 1C below that temperature,
respectively, on the small plate. The worst value in the residual signal in Fig. 11a is above the 40 dB target value; however,
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Fig. 11. (a) Amplitude of the subtracted signal relative to first arrival for (a) a 2 1C difference between current signal (26.5 1C) and reference (24.5 1C) after

optimal stretch for small plate and (b) a 1 1C difference between current signal (26.5 1C) and reference (25.5 1C) after optimal stretch for small plate.
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an improvement of �5 dB is seen compared to the level obtained in Fig. 10, when the temperature difference was 5 1C.
When the temperature difference is further reduced, to 1 1C, the residual signal level is greatly improved, reaching the
target value of �40 dB (Fig. 11b). This shows that although the optimal stretch method cannot be applied as the sole
method for temperature compensation of complex structures, it can be used in conjunction with the optimal baseline
method to reduce the number of baselines necessary to achieve target values of residual.

Therefore, if a number of baselines within the operating temperature range of a structure are collected, the following
strategy can be applied: the optimal baseline method identifies the baseline providing the closest match to a signal taken
during inspection and the optimal stretch method then compensates for remaining differences in temperature between the
best baseline and the current signal. If such a strategy is applied to the small and large plates used in the experiments, the
maximum gap between baselines to achieve the target levels of residual signal would be 1 1C for the small plate and 5 1C for
the large plate. The increase in the maximum admissible temperature gaps between baselines makes collecting signals for
the database an easier task since this gives a margin for temperature fluctuations in between data collections.

The maximum temperature difference that can be effectively compensated by the optimal stretch method is thought to
decrease as more complex signals are processed. This suggests that the number of baselines needed for achievement of low
levels of residue with such a processing strategy will increase with signal complexity. Nevertheless, the combination of the
optimal baseline and the optimal stretch techniques will always require a smaller database than if the former is used alone.

The signal processing strategy consisting of the combination of the optimal stretch and the optimal baseline techniques
will be used in the sections below.
5.4. Response to simulated defects

The response of the large and small plate systems to simulated defects was evaluated. As mentioned in Section 3, the
simulated defect consisted of a brass cylinder with 5 mm diameter and 6 mm length attached to the surface of the plates
with a couplant. The reflection ratio from this ‘‘defect’’ was estimated to be of the order of �24 dB, though it was strongly
dependent on the coupling, making quantitative comparisons between the results in the two plates invalid. The reflection
ratio was defined as the ratio of the amplitude of the reflection from the ‘‘defect’’ to the amplitude of the incident signal.
This was measured by focusing a laser vibrometer at a point in-line between the transmitter and the ‘‘defect’’ at a position
where the two signals could be separated in time. The amplitudes were corrected for propagation distances to correspond
to the values at the ‘‘defect’’ location before computing the ratio.

A signal was taken at 26.5 1C on the two plates, with and without the ‘‘defect’’, and compared to a baseline 0.5 1C below
this temperature, the ‘‘with defect’’ signals being taken the day after the baselines. The levels of the residual signal obtained
by processing the signals acquired from the ‘‘undamaged’’ plate were compared to levels obtained from signals acquired
with presence of the ‘‘defect’’.

Fig. 12a shows the time-trace obtained on the large plate with the ‘‘defect’’ and the residual signal left after processing
and subtraction. In Fig. 12b the amplitude levels can be more easily identified and a first excursion above the ‘‘undamaged’’
residual values was seen at the time corresponding to the first arrival of a reflection from the ‘‘defect’’. This signal is 4 dB
above the level of residual signal for the plate with no ‘‘defect’’, suggesting a reflection from the defect of less than �35 dB.
This is much lower than the reflection ratio measured above due to the distance of the transducers from the defect. This
illustrates that the detectability of a given defect is strongly dependent on the position relative to the transducers. The later
parts of the signal are clearly disturbed and residual levels above �29 dB are found. This is caused by shadowing effects
created by the presence of the ‘‘defect’’ which cause increases and decreases of amplitude in subsequent reflections from
the edges of the plate.
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Fig. 12. (a) Signal taken at 26.5 1C on large plate with simulated defect and the signal obtained when subtracted from stretched reference (26 1C); (b)

amplitude of the subtracted signal relative to amplitude of the first arrival in Fig. 12a.

Fig. 13. (a) Signal taken at 26.5 1C on small plate with simulated defect and the signal obtained when subtracted from stretched reference (26 1C); (b)

amplitude of the subtracted signal relative to amplitude of the first arrival in Fig. 13a.

Fig. 14. Schematic diagram of geometry used for analytical simulation of signals with A0/S0 mode ratios similar to those obtained experimentally. As in

Section 3, a is the coefficient of thermal expansion and DT is the change in temperature (in this case a 10 1C increase).
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Fig. 13a shows the signal obtained from the small plate at 26.5 1C with the presence of a ‘‘defect’’ and the residual signal
left after optimal stretch of the baseline and subtraction. Fig. 13b shows a first excursion 7 dB above the level for the
‘‘undamaged’’ plate. The presence of a defect in the small plate was relatively easy to detect compared to the large plate
case. This is because the reduction of scale means the ‘‘defect’’ was closer to the transducers. However, as explained above,
probable differences in the coupling of the simulated defects in the plates mean that precise quantitative comparisons
should not be made. In Fig. 13b it can again be seen that the ‘‘defect’’ produces large changes in the later parts of the signal
due to the shadowing effects discussed earlier.
6. Influence of mode purity on temperature compensation strategy

To evaluate the influence of mode purity on the signal processing strategy described in Section 5.3, signals were
simulated analytically with the A0/S0 mode ratios which were obtained experimentally. The temperature variation was
simulated by varying the dimensions of the plate and by changing the density, shear and longitudinal velocities of
aluminium. These properties were obtained from data on the variation of elastic constants with temperature for
monocrystalline aluminium found in Ref. [22]; this data was averaged according to Ref. [23] to give results for
polycrystalline aluminium with crystals of cubic symmetry. This procedure was validated in Ref. [24] and used in Ref. [25]
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giving good results. The property values derived from this procedure were used as input data to obtain frequency versus
wavenumber curves at different temperatures from the software DISPERSE [26]. These curves were then used to simulate
signals analytically as discussed, for example, in Ref. [27].

This 2D simulation was based on a 5 mm-thick, 0.6 m-long, aluminium plate shown in Fig. 14. The excitation was a five-
cycle Hanning windowed toneburst centred in turn at each of the frequencies used experimentally. Propagation of the A0
and S0 modes in this plate at 20 and 30 1C was simulated. The signal was generated at edge 1 and then reflected backwards
and forwards through the plate, being monitored at point A. In this case there is no mode conversion as the plate is mid-
plane symmetric. For each reflection from the edges, the signal was phase shifted by 901 in the A0 mode case, while in the
S0 mode case a 1801 phase shift was applied [28]. The time-traces obtained for the A0 mode and the S0 mode were
considered separately and were also added together to give signals with the A0/S0 mode ratios seen experimentally.

The time-traces in the pure mode and in the mixed mode states were processed with the Optimal Stretch method to
compensate for the 10 1C difference between what was considered the reference signal (at 20 1C) and the current signal (at
30 1C). Fig. 15a shows the time-trace resulting from the simulation of the propagation of a five-cycle Hanning windowed
toneburst centred at 200 kHz, with a S0/A0 mode ratio of 8 dB, in the geometry shown in Fig. 14. There is a clear A0 mode
wave packet at around 0.25 ms, indicated by the second dark arrow from the left, which is roughly 2.5 times smaller than
the amplitude of the S0 mode. The other A0 mode wave packets overlap with wave packets of the S0 mode as would happen
with signals obtained experimentally. Fig. 15a also shows the signal resulting from the subtraction between the reference
signal and the current signal after optimal stretch temperature compensation. Fig. 15b shows the amplitude of the
subtracted signal relative to the first arrival in Fig. 15a. For comparison, the amplitude of the residual signal relative to the
first arrival, when the same procedure is applied to the signal obtained with pure S0 is also shown.

Fig. 15b shows that the amplitude of the residual signal is increased in the regions where an A0 mode wave packet is
present. This effect is most severe in later parts of the signal, reaching 15 dB at 1.7 ms, where the propagation distance for
the S0 mode is about 9 m. For an S0 mode propagation distance of 5 m, which is reached at around 1ms, the increase in
amplitude levels in the residual signal was of the order of 10 dB.

The increased residual at the arrival time of A0 reflections indicates that the optimal stretch required for the A0 mode is
different to that required for the S0 mode. Fig. 16 shows the variation of the rms value of the residual signal in the pure
mode and mixed mode cases as a function of the percentage reduction of the frequency step size, Df, in the spectrum, or the
percentage stretch of the current signal. The minimum point in these curves corresponds to the optimal stretch. It is clear
that the optimal stretch for pure A0 and pure S0 is different and that, as would be expected, the optimal stretch for an S0/A0
ratio of 8 dB is close to that for a pure S0 mode. However, the minimum value of the rms of the subtracted signal for the
mixed mode case is slightly higher than for the pure S0 mode case; this is due to the localised increases in amplitude at
times where the A0 mode wave packets were present.

The difference in the amount of stretch needed to achieve the minimum rms value of the subtracted signal for the A0
and the S0 modes during optimal stretch is a consequence of the effects described by Eq. (3), which shows that dt is
proportional to v�1

ph and g. The large differences in phase velocity (vph) in the frequency-thickness product region used in
this work are the dominant cause of the differences in stretch values between modes; the fractional change in phase
velocity with temperature (g) is also mode dependent but has less influence on the results presented here. The difference
between the modes is amplified if the temperature difference between the signals being compared is large, since dt is
directly proportional to dT. This means that the residual caused by differences in stretch values for mixed-mode signals will
increase with the temperature difference between the reference and the current signals.

To evaluate experimentally the influence of mode purity on the temperature compensation techniques presented
earlier, pairs of the two transducer types described in Section 3 were attached in turn to the 1m-square plate, at the
positions shown in Fig. 1. The low-frequency A0 mode transducer was excited with a five-cycle toneburst centred at 35 kHz
Fig. 15. (a) Simulated reference signal at 20 1C and subtracted signal after optimal stretch of simulated current signal at 30 1C, on structure shown in Fig.

14, with a 8 dB A0/S0 mode ratio; (b) amplitude subtracted signal relative to amplitude first arrival for pure S0 at 200 kHz and for signal with a 8 dB A0/S0

mode ratio.
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Fig. 16. Variation of position of minima in the rms value of the signal obtained from the subtraction between simulated reference signal at 20 1C and

simulated current signal at 30 1C for pure A0 at 200 kHz, pure S0 at 200 kHz and a 8 dB S0/A0 mode ratio.

Fig. 17. Amplitude level in the residual signal relative to the first arrival, obtained after temperature compensation of a temperature gap of 0.5 1C between

a reference and a current signal taken with (a) 17 dB A0/S0 mode ratio (150 kHz) and (b) 8 dB S0/A0 mode ratio (200 kHz). Structure: large plate.

Fig. 18. Amplitude level in the residual signal relative to the first arrival, obtained after temperature compensation of a temperature gap of 2 1C between a

reference and a current signal taken with (a) 17 dB A0/S0 mode ratio (150 kHz) and (b) 8 dB S0/A0 mode ratio (200 kHz). Structure: large plate.
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and this gave a A0/S0 mode ratio of 73 dB in pitch-catch. The piezoelectric disc was excited with a five-cycle toneburst
centred at 150 and 200 kHz, giving 17 and 8 dB S0/A0 mode ratios, respectively.

Fig. 17a shows the results obtained using optimal stretch with a temperature difference of 0.5 1C between the reference
and the current signal taken from the system operating with the piezoelectric disc transducer at 150 kHz. The amplitude
levels in the subtracted signal after optimal stretch achieved values close to the target levels (�38 dB relative to the first
arrival). Fig. 17b shows the results with the same temperature difference between reference and current signal, for the
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same system at 200 kHz. In this case the worst case amplitude level resulting from the subtraction of the two signals after
optimal stretch is �36 dB.

Fig. 18 shows the corresponding results with a temperature difference of 2 1C between the reference signal and the
current signal. The increase in the temperature gap between the two signals leads to an increase in residual levels to
�35 dB at 150 kHz and �30 dB at 200 kHz. The results in Figs. 17 and 18 are shown up to a time corresponding to a
propagation of around 5 m of the S0 mode.

When the signals obtained with the low-frequency A0 mode transducer pair were processed with 0.5 1C and a 2 1C
temperature gaps between baseline and current signals, the worst residual signal level obtained after subtraction was �40
and �39 dB, respectively. This was expected since it was shown previously (Fig. 9) that in this case a temperature gap of
5 1C can be satisfactorily compensated for using optimal stretch.

The results in Figs. 17 and 18 show that if the temperature difference between the baseline and the current signals is
small, good levels of residual signal are obtained after subtraction by using the signal processing strategy described in
Section 5.3. However, if the temperature difference increases, the difference in the stretch factor required for the two
modes becomes significant and the degree of mode purity becomes an important factor in the quality of the result
obtained.

It is important to stress that mode purity is not the only factor in the difference between the residual of Figs. 18a and b.
Eq. (7) shows that the residual is proportional to the number of wavelengths propagated. A 5 m propagation distance is
equivalent to 138 S0 mode wavelengths at 150 kHz and 185 wavelengths at 200 kHz. Therefore, a difference of 2.5 dB in the
residuals at the two frequencies due to this effect would be expected. This suggests that the increase of 5 dB between Fig.
18a and b is half due to the effects of mode purity and half to the increase in number of wavelengths propagated.

7. Inspection of a real structure

As an example of inspection of a real structure, a section of an airframe panel, shown in Fig. 19, was used. The main
structural features in this were steps in thickness (from 2 to 1 mm) and bonded stiffeners, as well as the edges. This panel
was instrumented with three low-frequency A0 mode transducers, one of them being used as an emitter and the other two
as receivers. The system was placed in a room with no temperature control where temperature variations of up to 4–5 1C
were common. The acquisition system consisted essentially of the same equipment used for previous experiments, the only
difference being the use of a multiplexer to switch between receiving channels. Signals were acquired every 2 h over 3
weeks and this supplied a set of baselines in which temperature gaps between signals never exceeded 0.3 1C.

It is known that large temperature gradients within the structure can limit the applicability of this temperature
compensation strategy since this would invalidate the baselines collected previously. In this specific test, only small
temperature gradients, below 1 1C, were encountered; work in progress [29] suggests, however, that temperature gradients
of up to 2 1C in large metallic structures can be accommodated by the compensation strategy.

The features in the propagation path between the emitter and the first receiver were a 50 percent reduction in thickness,
from 2 to 1 mm, and a stiffener, while an additional two stiffeners and an increase in thickness back to that at the emitter
were present in between the two receivers. The distance from the emitter to point A in Fig. 19b and back to each of the
receivers was considered the propagation distance needed to ensure complete coverage. This distance was 1.58 m for
receiver 1 and 1.28 m for receiver 2.

The signals obtained on this structure were processed with the optimal baseline Subtraction method alone and with the
combined optimal baseline subtraction and the optimal stretch techniques. Fig. 20a shows the time-trace obtained at
Fig. 19. Airframe panel used for inspection of a real structure-like specimen. (a) Picture; (b) schematic diagram with distances.
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Fig. 20. (a) Signal taken at 19.8 1C at receiver 1 on airframe panel and the residual signal obtained when subtracted from optimal baseline (19.8 1C); (b)

amplitude of the subtracted signal relative to amplitude of the first arrival in Fig. 20a.

Fig. 21. (a) Signal taken at 19.8 1C at receiver 2 on airframe panel and the residual signal obtained when subtracted from optimal baseline (19.8 1C); (b)

amplitude of the subtracted signal relative to amplitude of the first arrival in Fig. 21a.

Fig. 22. Amplitude level in the residual signal relative to the first arrival, obtained after temperature compensation of a temperature gap of 0.5 1C between

a reference and a current signal taken at: (a) receiver 1; (b) receiver 2.

T. Clarke et al. / Journal of Sound and Vibration 329 (2010) 2306–23222320
receiver 1 (see Fig. 19b). Signals are shown up to a time equivalent to a propagation distance of 3 m for the A0 mode at
35 kHz. In Fig. 20a, the residual signal obtained after direct subtraction of the optimal baseline, which was a signal taken at
the same temperature in the previous week, is also shown. The level of the residual signal relative to the amplitude of the
first arrival in Fig. 20a is shown in Fig. 20b. It can be seen that a residual level of �39 dB is achieved up to times
considerably above that needed for full coverage of the structure.

Fig. 21a shows the signal received at receiver 2 on the airframe panel and the subtracted signal obtained after direct
subtraction from the optimal baseline which was also taken at the same temperature in the previous week. Fig. 21b shows
that in this case residual signal amplitude levels of �38 dB relative to the first arrival in Fig. 21a are also obtained up to the
time necessary for full coverage of the panel.
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Figs. 22a and b show the result of processing signals obtained at receivers 1 and 2, respectively, when the signal
processing strategy, consisting of the combination of the optimal baseline subtraction method and the optimal stretch
method, was applied to signals obtained from the structure at 21.4 and 21.9 1C, giving a difference of 0.5 1C. Residual
amplitude levels of �38 dB are achieved up to times significantly above the time which is necessary for full coverage in
both cases. These results show that this temperature compensation strategy is efficient in delivering residual levels as low
as those found when the optimal baseline subtraction technique is used alone, even though a smaller number of baselines
in the database were used. If a 1 1C temperature gap between baseline and current signal was used, the maximum
amplitude level in the residual signal up to the time equivalent to full coverage increased to around �34 dB relative to the
first arrival. Therefore, in this case the complexity of the signals means that baselines must be acquired with a maximum
temperature gap of around 0.5 1C.
8. Conclusions

When the optimal baseline subtraction method is used alone as a temperature compensation technique, a large number
of baselines are needed since only small temperature steps (typically 0.1 1C) will ensure amplitude levels in the residual
signal which are low enough for good sensitivity (around �40 dB relative to the first arrival). The success of the optimal
stretch method is strongly dependent on mode purity and structural complexity. However, if signal complexity is low and
mode purity is high, it is effective in compensating for a large temperature gap between reference and current signals
(45 1C).

The optimal baseline subtraction and the optimal stretch methods can be combined to form a robust temperature
compensation strategy. This reduces the number of baselines necessary to ensure good sensitivity in comparison to that
needed when the optimal baseline subtraction technique is used alone. The reduction in the number of baselines in the
database is limited by the maximum temperature gap between baselines which can be compensated for by the optimal
stretch without loss of sensitivity; this is a function of mode purity, signal complexity and the maximum propagation
distance to cover the whole structure expressed in wavelengths. In some cases, especially when the signal complexity is
high or when mode purity is insufficient, the temperature gap between baselines needed for good sensitivity can drop to as
low as 0.5 1C, as was seen for the airframe structure inspected. In this case, the signal processing strategy gave a residual of
�38 dB with a temperature gap of 0.5 1C, when high mode purity was used. If the temperature gap was increased to 1 1C the
residual amplitude was worsened, to �34 dB.

When this signal processing strategy was used to process signals obtained from undamaged plates and from the same
plates with simulated damage, a first excursion above the residual level for the undamaged structure was seen in the
expected position of the first reflection from the ‘‘defect’’. Large increases in later parts of the residual signals were also
seen, indicating good sensitivity to changes in the structure.
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