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Empirical force-field calculations have shown that the co-ordination geometry 1 of bleomycin ( B L M )  
binding to cobalt proposed by Umezawa and that, 2, proposed by Hilbers is sterically possible. In the 
calculations it was found that changing the charge on the metal ion has a significant effect on the B L M  
conformation, however the differences in conformation between the two binding geometries are much 
larger than those due to charge differences. Based on BLM-DNA docking studies, it is suggested that both 
the bithiazole tail and the metal-binding region of B L M  with binding geometry 2 could be interacting with 
the minor groove of DNA. 

The bleomycins are a family of glycopeptide-derived antibiotics 
which are used in the treatment of Hodgkin's lymphoma, 
carcinomas of the skin, head and neck, and tumours of the 
testis.'".' Recently they have been proven to be active against 
AIDS-associated mucocutaneous Kaposi's sarcoma. 

The structures of the two major components of the clinically 
used mixture are shown in Fig. 1. The mechanism of action of 
bleomycin (BLM) is thought to involve DNA strand scission 
which requires oxygen and a metal ion.4 In uiuo it is proposed 
that Fe( BLM) is the species responsible for strand scission, 
though other metallobleomycins can inflict DNA damage in 
vitro.' The Fe(BLM) complex binds oxygen and is oxidized to 
form the 'active' hypervalent 0x0-iron  specie^.^.^ A series of 
subsequent reactions leads to single- and double-strand DNA 
breaks7 with release of free nucleic acid in an oxygen- 
independent reaction,' and to base propenal in an oxygen- 
dependent reaction.' There is some recent evidence that the 
oxygen-rebound mechanism operative in cytochrome P450 is 
not the mechanism by which the oxygen-independent BLM- 
mediated oxidation occurs.'",c The 'activated' BLM has been 
shown to transfer oxygen to substrates such as cyclohexane and 
cis-stilbene. l o  The presence of a similar hypervalent 0x0-iron 
species has also been implicated in haem" and non-haem 
iron ' 0x0-transfer reactions. Molecular mechanics calcula- 
tions on Fe(BLM) model systems indicate that activation of 
Fe( BLM) by O2 or H 2 0 2  may involve a geometrical change to 
achieve internal hydrogen bonding. 

The cobalt(1r) complex of BLM has been used as a model for 
Fe(BLM). It reacts with dioxygen forming a number of 
products, a brown hyperoxo-cobalt(1rr) complex, l4 a dinuclear 
p-peroxo complex, '' a green hydroperoxide complex and a 
brown aqua species.17 These reactions can be summarized as in 
Scheme 1 . 5 c  The complex Co"(BLM) binds to DNA and reacts 
with oxygen as summarized " in Scheme 2. Although Co(BLM) 
binds DNA in the same way as does Fe(BLM), it does not 
activate oxygen and thus does not cleave DNA under normal 
conditions." Illumination of Co"'(BLM) with UV l 9  or visible 
light2" results in DNA strand scission. This cleavage is 
insensitive to molecular oxygen. l 7  

No crystal structure for BLM exists and its exact co- 
ordination mode is unknown. It is very important to know the 
details of the metal environment because co-ordinating ligands 
modify the characteristics of the metal (e.g.  redox potential), 
and the way BLM wraps around the metal also determines the 
shape of BLM and thus the site and selectivity of DNA 
binding2 ' To date, spectroscopic investigations of BLM 3 , 9  and 
crystal structures of BLM analogues have been used to propose 
metal co-ordination sites.22 This has led to contradictory 

interpretations of the metal co-ordination sphere in BLM. The 
crystal structure of Cu(BLM P3A), a BLM analogue which 
lacks the two carbohydrates, seems to suggest metal co- 
ordination through sites 5,  12, 14, 59 and 66 (see Fig. 1).2,22" 
This will be referred to as binding geometry 1. The structure of 
cobalt(m) pseudotetrapeptide A has also been solved: 2 3  it also 
shows the metal ion binding to the primary amine, secondary 
amine, pyrimidine, amide and imidazole which occurs in 1. 
However, like Cu(BLM P3A), this model system lacks both the 
bithiazole and sugar residues. On the basis of a recent NMR 
analysis, Hilbers and co-workers 3c,d proposed that BLM binds 
the metal through positions 5, 12, 14, 33 and 66; thus the metal 
ion binds through the carbohydrate moiety and not the primary 
amine. This will be referred to as binding geometry 2. An earlier 
NMR study 3a proposed sites 5 ,  12, 33, 59 and 66 (see Fig. 1) as 
metal binding sites, i.e. geometry 3. 

Since models have shown that Co(BLM) is a very compact 
complex which should be very strained, we have used inorganic 
empirical force-field calculations to determine the strain energy 
in cobalt co-ordinated to bleomycin, with both the co- 
ordination geometry 1 proposed by Umezawa and co- 
workers 22a and that, 2, proposed by Hilbers and c o - w o r k e r ~ . ~ ~ ~ ~  
We have focused on geometries 1 and 2, in favour of 3, because 
they incorporate binding through the amide (atom 14 in Fig. l), 
which can be deprotonated and thus can stabilize the probable 
hypervalent 0x0 metal intermediate. These calculations have 
been computationally intensive and we intend to examine 
binding geometry 3 next. 

Inorganic molecular mechanics (MM) calculations are being 
used with increasing frequency. A number of parameter sets 
have been established to analyse inorganic compounds such as 
meta l l~porphr ins ,~~ fe r r~cenes ,~  crown ethers,26 platinum 
nucleotide complexes,27 lacunar cobalt dioxygen carriers,2' 
metalloproteins (zinc in human carbonic a n h y d r a ~ e ) , ~ ~  organo- 
metallic germanium, tin and lead,30 macrocyclic complexes 3 1  

and nickel(I1) in factor F430.32 A general force field for 
modelling complexes of Cu", Ni" ( S  = I ) ,  Co"', Fe"', Cr"', Zn" 
and Rh"' with amine, carboxylate, pyridine, and thioether 
ligands has been reported by Bernhardt and C ~ m b a . ~ ~  

There are two approaches to modelling metal-ligand inter- 
actions in MM calculations. The bonded approach is the more 
common. In this the metal-ligand bond is treated as covalent 
with an ideal bond length and angle and its appropriate force 
constant. In the non-bonded approach the metal--1igand inter- 
actions are treated with electrostatic and van der Waals 
forces.34 A brief discussion of the pros and cons of both methods 
is given by Hancock and co -worke r~ .~~"  

In our calculations we have used the MM2(87) force field as 
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Bleomycin A, R = NH(CH,),S+(CH,), 

B, R = NH(CHz),NHCNH, 
II 
N H2+ 

Fig. 1 
12, 14, 33 and 663'*d 

The structure of bleomycin and proposed potential binding sites. Binding geometry 1' involves atoms 5 ,  12, 14,59 and 66 while 2 involves 5 ,  

Co"(BLM) + 0 2  - CO-02-BLM 

2Co-OZ-BLM +--+ (BLM)Co-OZ-Co(BLM) 

(BLM)Co-0,-Co(BLM) + H f  - 
HO,-Co"'(BLM) + Co"'(BLM) 

Scheme 1 

Co"(BLM).DNA + 0 2  +--+ O,-Co(BLM).DNA 

20,-Co(BLM).DNA - DNA*(BLM)Co-O,-Co(BLM)*DNA 
Scheme 2 

Fig. 2 Structure of (a) [CoL'(H,O)][NO,], and (b) [Co(LZ),]CIO,; 
Co(BLM) analogues used to test the modified force field. Hydrogen 
atoms are omitted for clarity 

modified and implemented in MacroModel v3.1 X, with the 
metal-ligand bond treated as covalent with an ideal bond length 
and angle. For this analysis of Co(BLM) we determined 
additional parameters which were added to the MM2(87) 
forcefield, Table 1, and have been published elsewhere.35 These 
parameters were developed specifically for the purpose of 
analysing the strain in cobalt bleomycin complexes and they are 
not a general cobalt parameter set. 

We decided to analyse the binding energy of Co(BLM A2) 
as opposed to Fe(BLM) because the best developed force fields 
for metal complexes are those for cobalt(m) complexes37 and 
because a number of Co(BLM) model systems3* have been 
crystallized which can be used to test the force field, Fig. 2. 
Using the parameters given in Table 1 the minimum-energy 
conformation of CoL' was calculated and superimposed upon 
the crystal structure of C O L ' ; ~ ~  the root-mean-square (r.m.s.) 
deviation of the superimposition of all non-hydrogen atoms 
was 0.101 A. For Co(L2), it was 0.180 A. 

Most inorganic complexes are rigid molecules, where the 
number of conformations is severely limited by co-ordination to 
the metal ion, thus finding the global minimum is generally 

Table 1 
MacroModel v3.1X 35 

Force constants" added to the MM2* force field present in 

Force constant '/ 
Stretching interaction Bond length/A mdyn A-' 
Co-N2 1.930 2.00 
CO-N~ 1.934 2.00 
C2=02 (amide) 1.238 9.50 
C2( = 02)-N2 (amide) 1.340 6.60 

Bending constant/ 
Bending interactions Angle/o mdyn rad-' 
NO-CO-NO 90 0.498 
Co-N2-Co 120 0.516 
Co-N3-Co 109 0.285 

Torsional interactions for Co-N0-Co-No 

v,, vz, v, 0.000 kJ mol-' 

Van der Waals interactions for cobalt 
r = 2.40A 

" N2 refers to an sp2 nitrogen, N3 to an sp3 nitrogen, No to any nitrogen; 
all other atoms are labelled in the same way. dyn = lo-' N. ' No-Co- 
No angles of 180" were modelled with the same force constants as 90" 
using the substructure option.36 

E = 1.339 kJ 
mol-' 

straightforward. The multiple-minimum problem is much 
greater in organic and especially in biopolymeric molecules 
where conformational searches are required in most molecular 
mechanics analyses. Even though the conformational space of 
cobalt bleomycin is restricted by metal co-ordination and the 
presence of nine chiral centres, bleomycins are large flexible 
molecules which can adopt a very large number of conform- 
ations, thus we have had to conduct extensive conformational 
searches in this work. 

Conformational searches can be divided into deterministic 
and stochastic methods. Deterministic or grid searches are 
usually conducted by systematically varying some o r  all of the 
torsional bonds and generating a new geometry after each 
iteration. These new starting geometries are then minimized and 
compared to all previously found conformers. The quality of the 
search depends on the step size of the torsional variation. 
Though all conformational space can be searched with these 
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methods they are very time intensive.39 Stochastic or 
Monte Carlo searches generate starting geometries by 
randomly varying selected dihedral angles 40 or atomic 
 position^.^^ These methods are not completely random and are 
generally complemented by a set of criteria which eliminate 
searches of chemically unreasonable structures. Molecular 
dynamics4' is a method particularly good at finding local 
minima. While molecular dynamics simulations for a few 
hundred picoseconds at room temperature generally lead to at 
most a small number of local minima, at high temperature the 
kinetic energy is sufficient to pass over energy barriers and a 
number of new minima can be generated.43 A comparison of a 
number of methods of conformational searching has been 
published.39 We have used both molecular dynamics and 
Monte Carlo dihedral searches to find the energy minima for 
Co( BLM). 

The use of conformational analysis in inorganic molecular 
mechanics calculations has been limited to examining the 
conformational changes associated with varying the N-Ni-N 
bond angle in nickel e th~lenediamine ,~~ the mechanism of 
conformational interconversion in five-membered diamine 
chelate rings,45 studies of ferro~enophanes,'~ factor F430 32a 

and copper(rr) N,N-dieth~lalanine.~~ 

Experimental 
All calculations were performed using MacroModel v3.1 X 36 

with BatchMin v3.1 on Silicon Graphics Indigo workstations. 
The MM2* option of MacroModel was chosen which uses the 
authentic MM2 force-field equations 47 with three minor 
changes: (a)  MM2* mimics electrostatic interactions with 
partial charges and Coulomb's law, while MM2 uses bond 
dipoles and the Jeans equation; (b) for out-of-plane bending 
MM2* uses an improper torsion while MM2 uses a pyramid- 
alized distance; and (c) MM2* uses specific V l ,  V2 and V, 
torsional terms for conjugated systems whereas MM2 uses an 
self-consistent field (SCF) n: calculation. 

The parameters used in our calculations are those given in the 
mm2.fld file of MacroModel v3.1X, which is an extended 
version of the MM2(87) parameter set. In order to model the 
metal-ligand interactions additional parameters previously 
determined and discussed 3 5  were added, Table 1. The trans N- 
Co-N angles were differentiated from the cis using the 
substructure function. 

Conjugate-gradient minimization using the Polak-Ribiere 
first-derivative method with restarts every 3N iterations was 
used to obtain an r.m.s. gradient -= 1.0 kJ k' mol-'. Final 
minimization to a gradient < 0.1 kJ A-' mol-' was carried out 
by a full-matrix Newton-Raphson minimization, 

Conformational searching was done by both a torsional 
Monte Carlo multiple-minimum search 40 and by molecular 
dynamics. The Monte Carlo (MC) multiple-minimum searches 
were conducted by randomly changing all the torsional angles 
in cobalt bleomycin, except those involved in cyclic systems, 
those that would make no difference (e.g. rotating methyl 
groups) and planar moieties (e.g. amides). In binding geometry 
2 the ring-closure atoms were specified in order to vary the 14- 
membered ring formed by co-ordination of atom 33 (Fig. 1) to 
the cobalt ion. Due to the high flexibility of the bithiazole tail 
and its relatively minor effect on the metal binding region, no 
torsional angles in the tail (i.e. from atom 40 in Fig. 1) were 
varied. The searches were set up so that between 2 and 20 
different torsional angles were varied between 0 and 180" in 
each MC step. The least-used structure which was within 50 kJ 
mol of the minimum-energy conformation was selected as the 
starting geometry for each MC step. The structures generated 
in this way were minimized by the Polak-Ribiere conjugate- 
gradient method with no line searching, for a maximum of 500 
iterations or till a gradient <0.1 kJ 8, mol-' was obtained. 
Molecular dynamics simulations were run at 500 K with 2 fs 
time steps and constrained hydrogen bonds. Structures were 

sampled every picosecond and then minimized with the 
multiconformer mode.48 

Conformational analyses were considered complete when, 
after at least 500 MC steps and a subsequent 200 ps molecular 
dynamics run at 500 K, no new conformations were found 
which were within20 kJmol-' ofthelowest-energy conformation. 

In order to print structures, files were transported to 
MacroModel v3.5, which was used to create postscript files or 
saved in Chem-3D format and down loaded onto a Mac. 

Results 
Low-energy Conformations.-Despite having done extensive 

conformational searches, the possibility of having missed the 
lowest-energy conformation is present. However since the 
bithiazole tail is very flexible, and our conformational searches 
focused on the sugars and metal binding areas, if any low-energy 
conformations have been missed the only conformational 
difference will be in the tail (i.e. from atom 40 in Fig. 1). The 
flexibility of the bithiazole tail has been shown by (i) watching 
molecular dynamics movies, (ii) by Fig. 3 and other such 
overlaps, which show that the major conformational differences 
between all the conformations found within 20 kJ mol-' of the 
lowest-energy conformation involve the bithiazole tail, and (iii) 

region 

c 

Fig. 3 Superimposition of some of the conformations found within 20 
kJ mol-' of the lowest-energy conformation of cobalt(ii1) bleomycin 
with co-ordination geometry 1. All t h e  hydrogens were removed for 
clarity 

150 - 
7 

I - z 
3100  - 
7 Y 

a 
a 
c .- 
!! 
tj 50 

0 
0 100 200 300 400 

Dihedral angle/' 
Fig. 4 Plot of the strain energy of Co"'(BLM) with binding geometry 1 
us. the dihedral angles of atoms 35-3637-38 N and 43-5-46 (0) 
(labelled according to Fig. 1). The multiple minima reflect the flexibility 
of the BLM tail 
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by Ramachandran-type plots of dihedral angles in the 
bithiazole tail which have multiple minima, for example Fig. 4. 

Charge on Cobalt.-The use of formal charges for metal ions 
has been shown to be unrealistic as the charge is partially spread 
out to the neighbouring l i g a n d ~ . ~ ~  A number of approaches to 
overcome this problem and to model the transition metal- 
ligand electron distribution have been used. These range from 
setting the metal-ligand dipole as zero with no charge to 
arbitrarily chosen  parameter^.^^^,^ 1 d 3 e 3 3 7 a * c 9 5 0  It has been shown 
that in several cases small variations or neglect of electrostatic 
interactions result in no differences or at most in minor 
differences in ~ t r u c t u r e . ~ ~ ~ ' ~ ~  

The MM2* option uses partial charges with Coulomb's law 
to mimic the metal-ligand non-bonded interactions, thus the 
potential is inversely proportional to the distance between the 
two atoms. In our calculations on copper macrocyles,s2 cobalt 
bleomycin analogues and nickel-containing Factor F430,32a 
which used MM2*, varying the partial charge on the metal had 
a negligible effect. 

Changing the formal charge on the cobalt atom had no effect 
on the geometry of the cobalt bleomycin analogues CoL' and 
Co(L2), . The former minimized when a conformation with 
cobalt having a formal charge of + 3 was superimposed with the 
conformation obtained using a formal charge of + 1 and a root- 
mean-square deviation for superimposition of all non-hydrogen 
atoms 53 of 0.017 8, was obtained. In contrast the strain energy 
and conformation of Co(BLM) is strongly influenced by the 
charge on cobalt. In order to evaluate the effect of charge on 
Co( BLM) we performed the calculations for co-ordination 
geometries 1 and 2 with a formal charge of + 1 and + 3 on the 
cobalt atom. Presumably the actual charge on cobalt in 
Co(BLM) is somewhere between + 1 and + 3. Fig. 5(a) shows 
the overlap of the minimum-energy conformations obtained for 
binding geometry 1 with the hypothetical cobalt-(I) and -(HI), 
and Fig. 5(b) the corresponding overlap for binding geometry 2. 
No matter what the binding geometry is, the metal charge has a 
significant effect on the conformation of Co(BLM) and thus on 
its DNA-binding selectivity. 

Although the conformation of Co(BLM) in both binding 
geometries changes substantially with charge, the conform- 
ational differences between the two different binding geometries 
are much greater than those due to charge. For both Co"' and 
Co', binding geometry 1 has a much more extended structure 
while 2 is more compact, Fig. 6. A comparison of the strain 
imposed upon the bleomycin by cobalt in binding geometries is 
inconclusive. The Co"'(BLM) complex with binding geometry 1 
is less strained than with geometry 2. This difference is mainly 
due to electrostatic interactions between the ligand and the 
metal, which become less significant in Co'(BLM). 

It is known that cobalt, nickel and iron bleomycins all cleave 
RNA at different places 54 and that this difference is probably 
due to differences in the shape of the BLM. It has also been 
shown that extending the length of the bithiazole tail by adding 
glycine linker units between the metal and the metal-binding 
region of bleomycin does not change the DNA-cleavage sites of 
Fe(BLM),21 thus indicating that the metal-binding region and 
not the bithiazole tail is of crucial importance in DNA binding 
and sequence recognition. Furthermore experimental evidence 
suggests that iron and cobalt bleomycins bind in the minor 
groove of B-DNA." Up to this point in time it has been 
suggested that it is only the bithiazole which binds in the minor 
groove. Considering the aforementioned importance of the 
metal co-ordination region in DNA binding,21 we were 
interested if the structural differences associated with the two 
binding geometries could result in differing DNA-BLM 
interactions. Thus we docked the global-minimum structures of 
both Co(BLM) binding geometries with an idealized B-DNA 
strand. We found that the bithiazole tail can bind to the minor 
groove of DNA, irrespective of binding geometry. Fig. 7(a) 
shows that the metal-binding portion of BLM with geometry 1 

(a) ( b) 
Fig. 5(a) Minimum-energy conformation obtained for Co( BLM) with 
binding geometry 1 and cobalt with a formal charge of + 1,  overlapped 
with the corresponding Co(BLM) with a formal charge of + 3 .  (h )  
Overlap of Co'-(BLM) with Co"'(BLM) both with binding geometry 2. 
In order to simplify the comparison the bithiazole tail which had been 
present in the minimization was clipped off at atom 38 (Fig. 1 )  and the 
metal-binding regions were graphically aligned rather than using the 
superimposition algorithm to superimpose all non-hydrogen atoms 

\ 
Cobalt I 

I Cobalt 

pyrimidine 

Fig. 6 Lowest-energy conformations of Co(BLM) with a formal 
charge of + 1.  The bottom shows a wire-frame skeleton of Co(BLM), 
the top is a Corey-Pauling-Kolton model from the same perspective 
with the bithiazole tail removed for clarity. Binding geometry I is on the 
left and 2 on the right 

is incapable of binding to the minor groove of B-DNA, given a 
typical minor groove width of 6.94 8, (P to P distance less 5.8 8, 
to compensate for the van der Waals radii of the two phosphate 
groups). On the other hand Figs. 7(b) and 8 show that the metal- 
binding region of BLM with co-ordination geometry 2 is 
capable of fitting into the minor groove of DNA, thus enhancing 
the BLM-DNA interaction. The amine (atom 64 in Fig. 1) on 
the pyrimidine is deep inside the minor groove and could be 
partially responsible for the selectivity Co(BLM). 

We are currently investigating other cobalt bleomycin 
binding geometries and by molecular dynamics extending our 
investigation of the Co-BLM-DNA interactions. 

Conclusion 
We have attempted to use empirical force-field calculations to 
establish whether geometry 1 or 2 can be eliminated on the basis 
of an unreasonably high strain energy. This was not possible. 
However in the course of our calculations we checked the effect 
of charge on the conformation of Co(BLM). As our two 
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Fig. 7 Docking of Co'(BLM) with binding geometry 1, left, and with co-ordination mode 2, right, into the minor groove of self-complementary d(A- 
T-G-C-C-A),. The bumpcheck mode was used to prevent any interatomic distances smaller than 70% of the sum of the van der Waals radii. The 
complex Co(BLM) with geometry 2 is better able to enter the minor groove than is 1, and BLM N(64) (for numbering see Fig. 1)  is within 3.40 A of 
guanosine [N(2)] and 2.95 A of cytidine [0(6)], while the Co is an unobstructed 5.42 A from adenosine [C(4')]. Bithiazole and hydrogens are 
removed for clarity 

/ bithiazo'e 

Fig. 8 
possibility that both the metal-binding region and the bithiazole moiety can be bound to the DNA minor groove 

Two views of Co'(BLM) binding to the minor groove of self-complementary d(G-C-G-C-G-C-G-C-G-C)2. The Figure illustrates the 

extremes we used cobalt with a formal charge of + 3 and + 1; in 
both cases the force field used was that derived for cobalt BLM 
 analogue^.^' Changing the charge on the metal ion has a 
significant effect on the BLM conformation (Fig. 5 ) ,  however 
the differences in conformation between the two binding 
geometries are much larger (Fig. 6) than those due to charge 
differences. Based on BLM-DN A docking studies we suggest 
that both the bithiazole tail and the metal-binding region of 
BLM with geometry 2 could be bound and wound around the 
minor groove of DNA. 
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