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1. Introduction. In this paper [7] we deal with the evaluation of the remainder 
term in approximation formulas, for functions of one and two variables, by means of 
Bernstein polynomials. 

First, we give a representation of the remainder by definite integrals. Thus, we 
find the representation (3.4) for the remainder of formula (2.2) and the representa- 
tion (7.3) for the one corresponding to the formula (6.1). The consequences of these 
representations are formulas (5.3), (5.4), and (8.2), (8.3), respectively. 

Then, we extend Arama's [1] formula (9.1) to two variables and obtain the 
representation (9.2). In order to establish this formula, we resorted to a method 
employed by us, some years ago, in the evaluation of the remainder term of certain 
interpolation formulas [5]. In the last part we give some numerical approximation 
formulas which result from formulas (2.2) and (6.1). 

2. The Remainder Rm (f; x) of Bernstein's Approximation Formula. Let 
f(x) be a real function defined on the interval [0, 1] with its second derivative R- 
integrable on this interval. 

The problem is to find an integral expression for the remainder of the approxi- 
mation formula on the interval [0, 1] of the function f(x) by means of the corre- 
sponding Bernstein polynomial 

(2.1) Bm(f; x) = Apm (x 

where 

Pmi(X) =()xi( - ) 

The expression 

Rm(f; x) = f(x) - Bm(f; x) 

is called the remainder term of the approximation formula 

(2.2) f(x) = Bm(f; x) + Rm(f; x), 

by the Bernstein polynomial (2.1). 
Since 

m l m 

Bm(l; x) = d Pmi(x) = 1 Bm(x; x) = -Z ipm,(X) =X 
i==O Mf i=O 
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we have 

Rm( 1;x x) = Rm(x; x) = 0, 

that is, the remainder term Rm (f; x) vanishes for any polynomial of the first 
degree. 

3. The Integral Representation of Rm (f; x). In order to obtain the desired 
result we shall use the auxiliary function 

g(f; x) = (x -t)f" (t) dt. 

Since the second derivative of this function is equal to f'"(x), the function 
h(x) = f (x) - g(f; x) represents a polynomial of the first degree. Taking this into 
account, as well as the linearity of the remainder, we may write 

Rm(h; x) = h(x) - Bm(h; x) = f(x) - g(f; x) - Bm(f - g; x) 

- f(x) - g(f; x) - Bm(f; x) + Bm(g; x) = 0 

hence 

(3.1) Rm(f; x) =RM(g; x). 

Next, we turn to finding a convenient evaluation of Rm(g; x). We have 

Rm (g; x) = f (x - t)f"(t) dt- Z pmi(x) f ( - t) f" (t) dt. 

After certain calculations we obtain 
k 

in i m 
Zpmn,i(x) jm( t f`(t) dt =ZPmn,i(X) t j1( -tf(t) dt 

j 

i= l L-1 [x PmPs (X) (m t) f"(t)] dt. 

Therefore, 

Rm(g; x) = f (x - t)f"(t) dt 

( 3.2 )m 1m 
-E I Ep. s (m t f"(t) dt -= (m(x; t)f"(t) dt> 

where, supposing that 

k 
1 < x < k (k = 1, 2.. ,m), 

in m 

we have 
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x- t - E (_ - t) Pms(x), 

if t E[i1 ,i] and 1 <?j k-1 m m 

x - t - Q- m ,s(X) if t [ m ] 

(3.3) 'pm(x; t) = -(m t) (x) if tE [xJk] 

, -- if t P [i lj] and k?1 <j m. 
- m m M.() 

It follows from (3.1) and (3.2) that the remainder of Bernstein's formula (2.2) 
may be represented by the integral as follows 

1 

(3.4) Rm(f; x) = f ((x; t)f"(t) dt, 

where (pm(x; t) is the kernel, defined for 0 <- x, t < 1 by (3.3). 
Thus, formula (2.2) becomes 

(3.5) f(x) = Bm(f; x) + f(pm(; t)f"(t) dtA 

4. Properties of the Kernel <)B(x, t). Considering the identities 
j-1 'M 
Z prns(X) + Z pms(X) = 1 

s=O s-j 

j-1 m 
E Spms(x) + Z SPm ,s(X) = mx, 
S=O s-j 

we deduce that 

x- t -E - -t PMs(X) = - t -(mx sPms(x)) 

+ t (1 E Pm's(X)) 4 ' (t - pms(X). 

Thus, we have 

(4.1) 
sOm(X; 

t) ( -- 

fortE [ 1, E] and 1 ? j < k- 1, while 
m m 

(4.2) sm(x ; t) = - t 1) pm ,s () 

for t E k 1,x. 
Lm 
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It follows from (3.3), (4.1) and (4.2) that spm(x; t) < 0 on the square 
D: 0 _ x, t < 1. Hence, y = qn(t) = spm(x; t) represents, for fixed x, a polygonal con- 
tinuous line which joins points (0, 0) and (0, 1) and is situated beneath the x-axis. 

5. Other Evaluations of Rm(f; x). Since 'pm(x; t) does not change sign on the 
integration interval [0, 1], the first law of the mean may be applied to (3.5) and 
we obtain 

(5.1) Rm(f; x) = p?2(f) ( Pnm(x; t) dt, 

where 

inf f"(t) ? /u2(f) < sup f"(t). 
[0,11 [0,11 

Because pom(x; t) does not depend on f(x), let us replace the function f(x) in the 
formula 

f(x) = Bm(f; x) + A2(f) f $m(x; t) dt 

by x2; we then obtain 

X = Bm(x2; x) + 2 I (pm(x; dt. 

Since 

Z ~2m 2i(X) X 
Bm(x2; X) = E i2p i)= x2 + (1 ) 

it follows that 

(5.2) (x; t) dt = x(-x) 

Thus, Bernstein's approximation formula (3.5) becomes 

(5.3) f(x) = Bm(f;x) - x( - 
2(f). 2m PI2f) 

In the particular case when f"(x) is continuous on [0, 1] this may also be written as 

(5.4) f(x) = Bm(f;x) -x(1 - ) 
2m 

where 0 < t < 1. 
Remarks. 1. Using the hypothesis that the second derivative f" (x) is continuous 

on [0, 1], E. Voronowskaja [6] has established the asymptotic formula 

x(. - X)ft() * 
(5.5) f (x) =Bm (f ;x) - 2m) +m 

* In fact, this formula holds if f(x) is bounded on [0, 1] and if f"(x) exists at a point x of 
[0, 11 (see [4] or [3]). 
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where E. - 0, as m - co. There is a close analogy between this formula and for- 
mula (5.4). 

2. If we take into account the representation of the Bernstein polynomials 
given by M. Kac [2] 

Bm(f;x) = ff[am(x t)] dt) 

where 

am(x; t) = - (m ; m = 

and 
if O < t < 1 

(xi) =Qo if xit_<1 

,\f1(X; t l if O? < t < X and x < t < x + x(1-x) 
if x2 < t < x and x + x(l-x) < t < 1 

.......................****-*-******.***.........*...-....*.. 

formula (3.5) permits us to give the representation 

1 

f(X) = f {f[xam(x; t)] + (pm(x; t)f (t) } dt. 

6. The Remainder Rm ,,(f; x, y) in the Case of Approximation by the Bernstein 
Polynomials Bm,n(f; x, y). Let f(x, y) be a real function defined on the square 
D : 0 < x, t < 1, let us suppose that it has for (x, y) E D the partial derivatives 
f2 , f,(, 2 I, and that they are R-integrable on D. 

We may consider the approximation formula 

(6.1) f(x; y) = Bmn(f; x, y) + Rmn(f; x, y), 

where 
m n /. . 

(6.2) Bmn(f; X, Y) = Z pmi(x)pnj(y)f km 4 ) I 

are Bernstein polynomials of two variables of the (m, n)th degree. The remainder 
Rm,n(f; x, y) is, by definition, the difference between the function f(x, y) and the 
polynomial Bm,n(f; x, Y). 

7. The Integral Representation of Rm,n(f; x, y). In order to obtain an integral 
expression of the remainder, we might use the result established for functions of 
one variable. Indeed, owing to formula (3.5), we have 

(7.1) f(x, y) = > pm (x)f ( + *P (x; t)f t2(ty) dt, 

where som(x; t) is defined in (3.3). Let us now expand f(i/m, y), also using the 
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result of the first part of this paper. We obtain 

m (m X ) ZE Pnij(Y)f(m ' ) ? f +k(Y; Z)fZ (A2 z) d 

where 4'n(y; z) has a definition analogous to pcm(x: t). 
Thus, (7.1) becomes 

m n /. . 

f(xI Y) = E Z pm i(x)pnj(Y)f ( j) 

(7.2) imo j=/ 
m n 

O'm(x; t)f't2(t, y) dt + f An (y; z) Z pmi(x)f2 (m z) dz 
0 0 ~~~ ~ ~~~~~i=O \ 

Owing to formula (3.5) we have 

Z pm,i(X)f 2 (;j z = fz'2(xI t) - f (pm(x; t)f ("(t, z) dt, 

and formula (7.2) is reduced to formula (6.1) with the following integral expression 
of the remainder 

Rm,n(f; x, Y) = f (pm(x; t)f"2(t, y) dt + J 4n(y; z)f"2(X; z) dz 

(7.3) 11 

- ff I(Pm(X; t)4tn(y; z)f(2v)(t, z) dt dz. 

8. A Consequence of the Integral Representation of the Remainder Rmn(f; x, y). 
If we take into account the fact that the functions 'pm.(x; t) and lpn(y; z) do not 
change sign if x, y, t, and z belong to the interval [0, 1], we may apply the first law 
of the mean and obtain 

(o1 fl 

Rm,n(f; x, Y) = A2,0(f) J (pm(x; t) dt + O,2(f) a /n(y; z) dz 

(8.1) 1 1 

- tZ2,2(f) fj I m(X; t)4n (y; z) dt dz, 

where 

inf fkl(xy) _ /Y j k(f) < sup fxk) (x, y). 
D D 

Taking into account (5.2) and a formula analogous to this, we obtain the follow- 
ing expression for the remainder of formula (6.1): 

Rm,n(f; x, Y) = x( - X) A2,0(f) -Yt 
- Y) 

/0,2(f) 2m 2n 
(8.2) x(1 - x)y(1 - y) 

4mn 

,L2,2(f). 
If we suppose that the partial derivatives which appear in (7.3) are continuous 

on D, we may obtain from (8.2) an expression analogous to that in (5.4), which 
corresponds to the case of one variable. In order to allow only two unknown num- 
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bers t and t from the interval [0, 1], we shall proceed in the following way. From 
(7.3) we have 

Rmn(f; x Y) = f cpm(X;t) [f;2(tY) - f Im(y; z)f (t, z) dz] dt 

+fi n ( Y; Z )f''2(x, z) dz = -X2 ( f Y ) n (Y; z2)f2(, (z) dz] fPm(x; t) dt 

o 22m X +t 4n (y; z)fz2 (xI z) dz = 2- m t( 

(8.3) + x( 1- x) f' (y; z(2v) ( t z) dz + f A n (Y; z)f '2(x, z) dz 

= - x(l2)f"2 (f 
" y ) + 4i'n (Y; z) [f"2 (xz) + x( 12 x)f2v)(Z)]d 

= _ x ( 1-x ) f"2 ( Y) + Ff"2(xnt) + (-x)f(2y Y)] jn (y; z) dz. 
2m L m 1 

Finally we obtain the following evaluation: 

Rm,n(f; x, y) - m x( - ) fX2(%, Y) - -n V) f2(x, ) 

x(1 - x)y(1- 
4mn ( 

) 
jxy(-y) 

where t and q belong to the interval [0, 1] and have the same values in both terms 
in which each appears. 

9. The Expression of Rmn(f; x, y) by Two-Dimensional Divided Differences. 
By using the method of Section 7 we may also extend to two variables the following 
formula, given by 0. Arama [1], for the remainder of formula (2.2). 

(9.1) Rm(f; x) = x( - X) [t, t2, t3 ;f] m 

where t1, t2, t3 are points of [0, 1] and [tj, t2, t3 ; f] represents the divided difference 
of function f(x) on the points t% (i = 1, 2, 3). 

Let us suppose in this case that f(x, y) is continuous on the domain D. Owing 
to Arama's formula we have 

f(x,yY) Z E pm'i(x)f (I Y) [tl t2 t3 ;f] 

where tj are points from [0, 1], while the divided difference refers to variable x. 
Then 

( ) j=o (m n) n [z1,z2,Za f(?,Y)] 

where zI, z2 , z3 are points from [0, 1]. 
Thus, 
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in n I \ 

f(x, y) = >i z pn1i(x)pnj(y)f J ) 
i==o j=0 m nX 

x(1 - X) [t1,,t3 ;f],-Y(i ) M p [zlz21z3;f(-1Y)]- 

But, on the other hand we have 

?,Pn i(X) Z1 , Z2 , Z3; f (,y) = E 21 ) Z2 I Z3 ; P.,i(x)f (-Xy) 

=Z1, Z2, Z3; E pmi(X)f ( y)] 

and 

p, p,(x)f , y = f(x, y) + x( -x)tl, t2, t ;f]x 

If we take into account that 

[tl, t2, t3; [ZI, Z2, Z3; f]j= = [z1, Z2, Z3; [tl It2, t3; f]l] - [t1 t2 It3 f] 

this being the two-dimensional divided difference, we obtain formula (6.1) with the 
following expression for the remainder: 

Rm'n(f;xy) x(1 - x) [t , t2, t3 ;f X- - YJ [Z1 ,Z2 ,Z3 ;fl 
m n 

(9.2)X(-X) I-) 4t,6 

mn LZ1 ,Z2 Z3 j 

10. Applications. Using the approximation formulas (2.2) and (6.1), one may 

construct certain formulas for numerical differentiation and integration of func- 

tions of one and two variables. 

Thus, for instance, we have the numerical differentiation formulas 

f' (0) -m [f ( )f(O) 12 fi(t) ? < t < m' 

f"(0) = m(m - 1) [fQ -m 2f () +f(?) -(1 - () f"(), 0 < < 2m' 

and the numerical integration formulas 

f f(x) dx = m ?1 P ?(m)) 

1 1 1 mb n X . M 
(10.1) 1010 f(x, y) dx d = (m + 1)(n + 1) tE _o (m n) 

i2mfx2( fl)-12- 144mn(_202 ) 

where n, j, b, ?7 i)elong to the interval (0, 1). 
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The quadrature formula (10.1) without an expression for the remainder may be 
seen in [4]. 
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