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76[K,'rX1.-RICHARD BELLMAN (Editor), Mathematical Optimization Techniques, 
University of California Press, Berkeley and Los Angeles, California, 1963, xii + 
346 p., 23 cm. Price $8.50. 

The papers appearing in this volume were presented at the Symposium on 
Mathematical Optimization Techniques held in Santa Monica, California, October 
18-20, 1960. The first four chapters by Miele, Dergabedian and Ten Dyke, Break- 
well, and Dreyfus concern themselves with optimizing performance of aircraft, 
rockets, and problems of guidance. In Chapter 5 Parzen describes a new approach 
to the synthesis of optimal smxloothing and prediction systems. Adaptive matched 
filters are discussed by Kailath in Chapter 6 and statistical communication theory 
by Middleton in Chapter 7. Hall in Chapter 8 presents a theory of minimum-bias 
estimators analogous to minimum-risk theory and points to the need for some com- 
promise in design between bias and risk. Optimal replacement rules based on peri- 
odic inspection are considered by Derman in Chapter 9. The simplex method of 
linear programming and its relation to theory is examined by Tucker in Chapter 10. 
Wolfe, in Chapter 11, surveys computational procedures of nonlinear programming. 
Kruskal presents in Chapter 12 a theorem on the number of simplices in a complex. 
Chapter 13 consists of a discussion by Prager of optimal structural design based on 
plastic analysis. Recent developments in the theory of experimental design are 
outlined by Elfving in Chapter 14. Generalities on automation and control in the 
Soviet Unioni are given by the reviewer in Chapter 15. In Chapter 16 Kalman dis- 
cusses the problem of optimal control from the Hamiltonian point of view. In the 
last chapter Bellman formulates the making of mathematical models as an adap- 
tive control process. 

This impressive volume is an excellent source of information on and a guide to 
recent developments in optimization. It covers with authority a wide range of topics. 

JOSEPH P. LASALLE 
RIAS 
7212 Bellona Avenue 
Baltimore, Maryland 

77[K, Z].-RoBERT D. PHILLIPS, Tables Useful in Statistics and Information Theory, 
Federal Systemns Division, International Business Machines Corporation, 
Rockville, Maryland, 5 November 1963, iii + 174 p. (spiral bound). 

The four tables comprising the body of this report are intended for use in sta- 
tistics and information theory. 

Table I gives to 5D the channel capacity in bits and the associated maximizing 
input probabilities for a general binary channel. If the binary channel is charac- 
terized by the noise matrix (conditional probabilities) 

Pll P12 

P21 P22! 

then the capacity C and input probability pi* are tabulated for pi, = 0.00000, 
0.00001, 0.0001, 0.0005, 0.001, 0.005, 0.01(0.01)0.50, and P21 = 0.00001, 0.00005, 
0.0001, 0.0005, 0.001, 0.005, 0.01(0.01)0.99, 0.995, 0.999, 0.9995, 0.9999, 0.99995, 
provided pi, # P21. This table represents an extension of one by Sakaguchi [1]. 


