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By Choong Yun Cho 

1. Introduction. Recently Schechter [4], and (apparently independently) Trench 
and Scheinok [5] have shown that the elements of the inverse of a Cauchy matrix 
may be written down in simple closed form. 

In this short note we demonstrate that the triangular decompositiQn of the 
Cauchy matrix may also be written out explicitly, and furthermore that the same 
is true of the inverse of these triangular factors. 

The inverses of the triangular factors are deduced from new determinantal ex- 
pressions for the elements of the triangular factors of a general matrix. 

2. Preliminary Results. It is convenient to use the following notation for the 
general square matrix A of order k: 

Fal bi Ci ... Wi] 
| a2 b2 C2 ... W2 

A = (alb2c3 . . . Vk_lWk) [ 

Lak bk Ck . .. Wk_J 

We denote the determinant of this matrix by laib2c3 wkI. Thus 

bi d1 hi] 
jb1d3h4j = det b3 d3 h3 . 

Lb4 d4 h4J 
It is known (Turnbull [6, p. 369]) that for the usual triangular decomposition 

A = LU, the elements of L and U can be expressed in terms of determinants in- 
volving the elements of A as follows (it is assumed that the decomposition is pos- 
sible and L has been chosen to have units in the principal diagonal): 

1 

ja2 I 

tal I 

a3l Iab3I 
la, I Ia1b2 I 

(1) L . 

lam, lalbmj I ab2C,n I 

la, I Iajb2 I1aib2c3 1 

I ak I |albk I alb2ck I lalb2c3dkl 

la, I Iaib2 I jaib2c3 I Iaib2c3d41 
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and 

lal bitl citl Idi ...wt 1 
aib21 aIc2 tad2 law2 

tail lail ail 
... 

ail 

(2) U = talb2c31 taib2d3t jab2w 
lalb2l laib2I lalb2l 

I aib2 ...Vk...ik 
Llalb2 . . . Vk-1 I 

It does not seem to have been noticed that L-1 and U-1 can similarly be ex- 
pressed explicitly as follows: 

1I 

1a2b31 __ aib3I 1 
Ia,b2t lalb21 

(3) L-1 I= _ a2b3c41 talb3c41 _ lalb2c4t 1 
(3) Li talb2c31 lalb2c31 lalb2c31 

(1)k_ika2b3 
. . . Vk ( l)ktalb3c4 . Vk 

| alb2 Vk-1 talb2c3 . . . Vk-1t 

and 

l|t | _ {bit Ibic2I _ tblc2d3t (I 1)k-1tblC2d3 . . .Wk-1 
ail talb2t lalb2c31 tab2c3d4t lalb2c3 * . Wk 

tail _ I alc2I lalc2d3t 1klalc2d3 . . . Wk-1 

alb2I talb2c31 tab2c3d4 ( lalb2c3 * . .Wk 

(4) U = I bal2I _ aib2d3t I 1)k+11alb2d3 * Wk_i 

I alb2c31 talb2c3d4t lalb2c3. Wk 

I a1b2C3 * . .Vk-1 I 
I alb2c3* * . Wk Ii 
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These results can be showin as follows (the author is indebted to the referee for 
this simple and elegant proof): 

Since L-1A = U, the requirement that the product L-1A be upper triangular 
imposes (m - 1) conditions on the (m - 1) elements of L-1 in the mth row of 
L-1A, i.e., 

(L-'A)Ms = 0 (m > s) 
or 

m_1 
(L-))mrArs = -Ams s = 12 2,* * * m- 1. 

r=1 
This is a system of (m - 1) equations for the unknowns (L-')mr, 

r = 1, 2, ** *, m - 1, and formula (3) for L-1 is merely Cramer's rule. 
Similarly, we have 

(AU-1)s. = 0 (m > s) 
or 

E Asr(U-')rm = -Aam(U'1)mm 2 s = 1 2,* *, m- 1 
r=1 

But (see [2, p. 11]) 

(U-)1r = jalb2 
.. **m-1| 

I aib2.. gm-rlhm j 

and by the same argument expression (4) for U-1 is obtained from Cramer's rule. 
In some problems one wishes to decompose a matrix into a product of the form 

UL rather than in the more usual form LU. If now we begin with A = UL, where 
A is the general square matrix of order k, A = (alb2c3 * VkilWk), then we obtain 
by the same method 

|ab2c3d4 ... WkI I b1C3d4 . Wkj jc |d4. Wkj jVwk |l 

b2c3d4** .Wkj Ic3A4 Wk d4 W ... Wkj lWkjl 
1w 

b2c3d4 . Wk I C2d4 ... Wkj jv2wk | |W2I 
c3d4 C Wkj ..4 Wkj lWkl 

2 

I Wkj 
j..wkkI 

(5) U= I d4 -w*j' j Wk 3 lwlj 

1d4 ... Wk kiWkI 

'V7c-lWk lWk-i 
jWkj 

jWkJ 

and 
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a2c3d4e5 1Wkl 

Ib2c3d4e5 * . . Wk 

I a3d4e5 . . . 
Wk/ | b3d4e5 1 . . 

Wk| 

I C3d4e5 ** Wkl IC3d4e5 . . . Wkk 

(6) L 
= |a4e5 * .Wk| 1b4e5* *W. j 

. 
c4e5 . .Wk 1 

| 4es* * * Wkl | d4e5 * . . 
WkJ | d4e5 . . . 

Wk| 

IakI IbkI Ckl . . 

_ Wkl lWkl |Wkl 

Their inverses are 

Ib2c3d4 ..k blC3d4 * Wkj 1b1c2d4 Wk | 1)k-lI blC2d3 * Wk_ 

|ab2c3d4 . 
. 

Wkl I alb2C3d4* *W. 
. 

Wkl Iab2C3d4* . .*. Wk Iajb2C3d4 . 
. . 

Wk| 

1C3d4 ... Wkl _ c2d4* ,wkI ._kC2d3 .. *Wk-1| 

I b2c3d4 ... Wkj jb2c3d4** * Wkj |b2c3d4* *.* Wk 

(7) U1 
=|d4 * Wkl (1)k+lld3 * Wk-11 

UC3d4.I. Wkl |C3d4. Wk| 

llWk J 
and 

1 

_ |a2C3d4 
... Wk | 

Ib2c3d4. Wkl 

1a2b3d4 *Wk * *b3d4 *.* WkI 

b2c3d4 * *c3d4 *.. Wkl 

(8) L' = - a2b3c4 * Wkl 1b3C4 * WkI _ C4... WkI 1 

b2c3d4 

Wk..W| 

c3d4 

*.* 

WkI 
1 14 

* 

Wk 

W-1 |a2b3C4 . *Vk| (_1)k jb3C4 .kj ( 1) k+?1 C4 . *Vkl . 

ib2C3d4 . Wk (1 tC3d4 . ) Wk sid4 a Wkl 

These expressions, Eq. (1) to Eq. (8) inclusively, constitute a complete set of 



TRIANGULAR DECOMPOSITION OF CAUCHY MATRICES 823 

the formulas for the triangular decomposition of a general square matrix, expressed 
in terms of determinants. 

3. Main Results. We denote the Cauchy matrix of order k 

r 1 1 1'1 |alg + #I al1 + 02 al1 + ldk| 

C 
- 2 + i 3 2 + /32 a2 + 3k 

taik + i ak + 32 ak + k3j 

by ((I/(am + f3); m, n = 1, 2, *., k)). 
THEOREM 1. Given the Cauchy matrix of order k, C = ((1/(am + fn); m, 

n = 1, 2, , k)), where al, a2, , a*k;-f,-32 , * [3k, are pairwise distinct 
and C = LU. Then the triangular factors are 

(9) Lm,n (an?+n) -j(an?fls)(arn-as) 
(am + 13n) s=1 (am + 03.) (an 

I 

a,) 

I m( 1 
m - a-s) (O3n O- 3) 

(10) Um,n 1 r)-I (cx as, n(3+) 
(am + fin) .= (a. + fin) (am + /3w) 

Proof. We merely have to substitute (am + f3n)-' in Eq. (1) and observe that 
the mth row of L has elements formed by the quotients of two determinants. Each 
numerator is obtained by replacing the last row of the matrix whose determinant 
is in the denominator with the corresponding elements of the mth row of the orig- 
inal given matrix. Note that m is always larger than the order of the determinant 
under consideration. 

Using the formula for the determinant of Cauchy form (see, e.g., Polya and 
Szeg6 [3, p. 98]), a simple arithmetic manipulation yields formula (9). Formula 
(10) can be derived in an analogous fashion. 

In a very similar way we prove 
THEOREM 2. The elements of the matrix inverses of L and U, where C - L U, are 

given by 
m 

1am_-_ a_ )_(a, 
__ 

(11) (L-l)m,n = fl + (m > n), 
t=1; t#dn (an - at) 8=1 (aem + 13) 

(an + o3n) n1(a, +frm) (an?f30.) 
_ 

(12) (U )m,n = - - (m < n). 

THEOREM 3. Given the Cauchy matrix C of order k as defined in Theorem 1, let 
C = UL, then 

13) ft---.r (am -a,) (O3n - /8) 

(13)(Um,n (a + fn) =n 1 +(a , 1 +n)(am+ ) 
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(14) L _ (am + fm) f (a8 +fm)(f3f-f38) 
(am + f3n) 8=m+1 (a8+ n)+(3m- 38) 

(15) (U')m,n = k (am+ Om) U (an + fl) (a8 + ) (m n), 
t=m; t#n (an - at) s=m+1 (O3m - .38) 

(16) (IL')m,n = 1 ) uk k 
(a, + fm) (On - /3) (m ? n). 

t=n; t#m (OMm - t s=n+l (a. + On) 

The proof of this theorem can be shown by the same sort of elementary manipu- 
lations used to establish Theorems 1 and 2. 

(Remark. All the empty products in above expressions are assumed to be unity.) 

4. Hankel and Toeplitz Matrices. In two special cases it turns out that the 
Cauchy matrix reduces to one of Toeplitz form: These occur when 

T1 = ((I/(m-n + x);m,n = 1,2, ... ,7k)) 

where x is a constant, and 

T2 = ((l/(p _ qm-n+x);m, n = 11 2, s 7 )) 

where p, q, and x are constants. 
In the first case we obtain readily L, U, L-1, and U-1 by putting am = m and 

n = x - n. The inverse becomes 

(17) (Tj-')m,n _ + t= (x + t - m)(x -t + n) 
(n - m + x) kIr=1; r#m (m - r) *Js =1;8#n (s - n) 

In the second case we note that 

T2 = ((1/(pq 
n 

_qnx);m,n = 1,2, *..,k)) *D, 

where D is a diagonal matrix with dnn = qn, n = 1, 2, *. ., k. 
The first factor of T2 now has the Cauchy form, i.e., cam = -qm+x and f3n = pqn, 

and the triangular factors are readily expressed. The inverse of T2 is 

(18) (T2- 1) mIn = - (pqm - qX+t)(pq - qX+ 
8 

Y Tr=1; rrm 
(q 

- r 
m) kT=1;s#n (q - _ ) 

where y = pkqkx-x+2m - pk-lqkx+m+n. 

The Hankel forms corresponding to the above Toeplitz matrices T1 and T2 are 

Hi = ((1/(m + n + x); m, n =1, 2, , k)) 

and 

H2 = ((,/(P- _ +); m,n= 1, 2, .. k)),I 
respectively. 

The triangular factors of HI and H2, and their inverses are immediately ob- 
tained by choosing am and O3n in the theorems. In particular, the inverse of H2 is 
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(19) (H21)m,n = ir=1 (pq - qX+t)(pq-t qX+) 

Y 1=9; rHrn (q - 
_ m) TJs=1; 8#n (qf - q) 

where 
k kx-x-2m k-I kx-m+n 

y=pq -p q 
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