On the Triangular Decomposition
of Cauchy Matrices

By Choong Yun Cho

1. Introduction. Recently Schechter [4], and (apparently independently) Trench
and Scheinok [5] have shown that the elements of the inverse of a Cauchy matrix
may be written down in simple closed form.

In this short note we demonstrate that the triangular decomposition of the
Cauchy matrix may also be written out explicitly, and furthermore that the same
is true of the inverse of these triangular factors.

The inverses of the triangular factors are deduced from new determinantal ex-
pressions for the elements of the triangular factors of a general matrix.

2. Preliminary Results. It is convenient to use the following notatlon for the
general square matrix 4 of order k:

ay bl C1 e w1
a2 b Co T We
A = (arbocs- - -vp_1wy) =
L0k by, Ck cee Wi
We denote the determinant of this matrix by |aibscs - - - wi|. Thus
by d; hq
|b1d3h4| = det ba da hs .
b4 d4 h4

It is known (Turnbull [6, p. 369]) that for the usual triangular decomposition
A = LU, the elements of L and U can be expressed in terms of determinants in-
volving the elements of A as follows (it is assumed that the decomposition is pos-
sible and L has been chosen to have units in the principal diagonal):
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and
[, [b4] leal ||
lasbsl  Jaseo lands|
|a| |as| laa
|a1b203] Jﬂb2d3|
2 -
@ U |a1bs| | @1bs|

|a1b2 ce vk_1wk|
|a1b2 .. vk_ll -

It does not seem to have been noticed that L~ and U~ can similarly be ex-

pressed explicitly as follows:

- ) -
| .
|as
|a2b3| _ |a1b3] 1
| a1be| | a1be]
(3) L~ = _ |a2b304| a1bscq _ |a1b204|
|01b203| |¢11b203| |a1b203|
' _1]ashs - v | |aibscs - - - vy,
-1 k 1|az 3 & —1 k 1
_( ) |a1b2 T vk—1| (=1) lalbzcs te vk-ll -
and
11 b bl Ibiedil -y yualbieads ] |
|a1| |a1b2| |a1b203| |a1b263d4| |a1b203‘ cWg
'all |a102| |a102d3| klalczds' ©Wg—1
— .. (=1)
. Ialbzl |a1bzcs| |01b203d4| |a1bzca‘ c Wy
4) U™ =
@) |a1b2l _ nglbzdsl . (_1)k+1|¢11b2d3' ©We—1
|a1bacs] |@1bacsd| |@bacs+ + - wy
|¢11b203' * 2 Up—1 |
L Ialbzcs' * W I_
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These results can be shown as follows (the author is indebted to the referee for
this simple and elegant proof):

Since LA = U, the requirement that the product L—A4 be upper triangular
imposes (m — 1) conditions on the (m — 1) elements of L~ in the mth row of
L4, i.e.,

(LAY =0 (m > s)

or
m—1
Z(L—l)mrArs=—Ams, 8=1,2’o..’m_1'
r=1
This is a system of (m — 1) equations for the unknowns (L™)ms,
r=12 --+,m — 1, and formula (3) for L™ is merely Cramer’s rule.
Similarly, we have
(AU—I)am =0 (m > 8)
or

m—1
S 4w Nm = =AU Dgm, s=1,2,---,m—1.
r=1

But (see [2, p. 11])

by gn
U—l = lal 2 m
( ) |a1b2' *gm—1 ml !

and by the same argument expression (4) for U~ is obtained from Cramer’s rule.

In some problems one wishes to decompose a matrix into a product of the form
UL rather than in the more usual form LU. If now we begin with A = UL, where
A is the general square matrix of order k, A = (aibscs - - - ve_1wx), then we obtain
by the same method

[asboesda- - -wil  [brosda- - el Jexda- o] Joud] w,]
‘b263d4' . wkl |03d4' . wkl |d4 . -wkl lwkl !
|b263d4' . wk! |62d4' . wkl . lvzwkl I'w |
]C3d4‘ . ’U)Icl |d4 . wkl |wk| ’
_ |esds - -wa |vgs]
G) U= [da- - wil |wi [od
lvk,_fwkl
T 1o
B |wk| -

and
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— ) -
la203d465' : ’wkl 1
|b263d465‘ . wkl
|a3d465' W |b3d465' : wk' 1
‘C3d465‘ . wk| |03d465' : "wkl
6 L=
( ) |a4es...wd Ib4e5..-wk| Ic4e5...wkl 1
|d465' : wkl |daes - - wi |daes- - -wi
o] [bd] e, .
L |l |wel |we .
Their inverses are
i lbzcsd4' . ’wkl _ lbICSd‘A}‘ . ‘wkl\ |b102d4' . wkl . (_1)k—1|b102d3‘ . 'wk—ll—
|@1bacsds - - wel |@1bacads- - - wl |aibacads- - - wy |aibacsdy- + - wyl
lesds-cwsl - ede ] o ydledst e
. |b263d4' . -wk| |b203d4' . wkl |b263d4* . 'wkl
(7N Ut= do--wi (_1)k+1|d3...wk_1|
|oads: + - lesds- - ~wa
11
L |l
and
_ . -
_ |a263d4‘ : ‘wk| 1
|b203d4' . ‘wk|
|a2b3d4' 'w;cl _ b3d4' : 'wlcl 1
|b203d4‘ . 'wkl csdy - ’wk|
-1 |asbscs - -wi byca - Wyl |ea: - -wi|
- - — 1
®) L Ibacods- - wi] ool - Wi 24w
— bsCs: - v I k|b304-~vk| k 1|c4~~-vk|
_1k1|a234 & —1 1) o1
_( ) |b203d4' . wkl ( ) |63d4' . wkl ( ) |d4 . wkl -

These expressions, Eq. (1) to Eq. (8) inclusively, constitute a complete set of
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the formulas for the triangular decomposition of a general square matrix, expressed
in terms of determinants.

3. Main Results. We denote the Cauchy matrix of order &

1 1 1]
a1+ B a1 + B a1 + B
1 1 . e . 1‘
C - az + B1 as + B2 az + B
1 1 1
| oy + 61 ar + B2 ar + B

by ((1/(0‘m + Bn)) mn =12 - k)).

TuaeorEM 1. Gwen the Cauchy malrix of order k, C = ((1/(an + Ba); m,
n =12 .- k), where an, as, - -+, ax; —B1, —B2, * -, — Bk are patrwise distinct
and C = LU. Then the triangular factors are

_ (an + 67») . = (an + 6a) (am - as)
(9) Lm.n B (am + ﬁn) g (am + Bs) (an -, Oéa) !

(10) Unn L7 o = @) (Ba = B)

- (Olm + Bn) s=1 (0(5 + Bn) (am + Bs) ’

Proof. We merely have to substitute (o + 8:)! in Eq. (1) and observe that
the mth row of L has elements formed by the quotients of two determinants. Each
numerator is obtained by replacing the last row of the matrix whose determinant
is in the denominator with the corresponding elements of the mth row of the orig-
inal given matrix. Note that m is always larger than the order of the determinant
under consideration.

Using the formula for the determinant of Cauchy form (see, e.g., Pblya and
Szegd [3, p. 98]), a simple arithmetic manipulation yields formula (9). Formula
(10) can be derived in an analogous fashion.

In a very similar way we prove :

TarorEM 2. The elements of the matriz inverses of L and U, where C = LU, are’
given by

-1 . @ 1 . s (am —_ aa) (an + 63)
R RCRRIE S ¥ S oy S § S o mzn),

(ot B) T (ot Bn) (o + )
12) (U Ymn = 710 . 2+ T Bm)(om T B,
( ) ( ) ' H =1; ¢m (3m - 5t) =1 (an — a,)
TarEorREM 3. Gen the Cauchy matriz C of order k as defined in Theorem 1, let
C = UL, then

(m = n).

— 1 . k (Olm - Ola) (,Bn - Bs>
(13) Um.n (am + ﬂn) s=n+1 (0{, + Bn) (am + Ba) !
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_M, - (as+ﬂm)(:8n—,3a>

U Lon =) s G+ B (6 — B
(15) (U_1>m,n — - (a’me+ BM) X I‘I (an + :83) (aa + 6m) (m é n) ,

Ht=m; tn (Obn - at) s=m+1 (ﬂm - B’)

-1 = - 1 . - (@5 + Bn) (B — B)
(16) (L )m'n - tan;-tI#m (IBm - ﬁt) s=In1|-1 (aa 'l‘ :Bn) (m g n) ’

The proof of this theorem can be shown by the same sort of elementary manipu-
lations used to establish Theorems 1 and 2.
(Remark. All the empty products in above expressions are assumed to be unity.)

4. Hankel and Toeplitz Matrices. In two special cases it turns out that the
Cauchy matrix reduces to one of Toeplitz form: These occur when

T1=((1/(m—n-|—x);m,n=1,2,~-~,k))
where z is a constant, and
T, = ((1/(P - qm—n+x);m’n =12 .-+ k))

where p, g, and z are constants.
In the first case we obtain readily L, U, L™, and U~ by putting a,, = m and
B» = x — n. The inverse becomes
o @t —m)@—t+mn)
(n—m+2z) - H,rc=l;r#m (m—r) - H€=1:s#n (s —mn) '

In the second case we note that

T, = ((1/(pqn - qm—l—z);m,n = 17 2: "'7’6)) : D;

A7) (Ty N =

where D is a diagonal matrix with d,, = ¢, n = 1,2, -+ - k.
The first factor of T'» now has the Cauchy form, i.e., an = —g¢™ and 8, = pg?,
and the triangular factors are readily expressed. The inverse of T's is
Sy 1T @g" — & (" — ™)
(18) (T2 )m,n - % r m % n A
Y- Hr=1;r7ém (q —q ) - Hs=1;c;én (q — q)
Where y = pqux—z+2m — pk—lqu-i‘m-l-n‘
The Hankel forms corresponding to the above Toeplitz matrices Ty and 7' are

-H-l'”= ((1/(m+n+x);m7n= 1y27 "':k>)

and

H, = ((1/(p - qm+n+a:);m’n =1, 27 RS} k)) ’

respectively.
The triangular factors of H; and H,, and their inverses are immediately ob-
tained by choosing o, and g, in the theorems. In particular, the inverse of H, is
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I g™ — ) (g™ — )
Y- HLl;r#m (q_r - q_m) : Hf=1;8#n (qn - qs)

(19) Hy D =

where

k kx—z—2m k—1 kx—m-i—n

y=nr4q -—P q
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