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On the Error in the Numerical Integration of
Chebyshev Polynomials

By D. Nicholson, P. Rabinowitz, N. Richter and D. Zeilberger

Abstract. A general method is described to compute the exact error in the numerical
integration of a given polynomial by certain types of integration rules. This method is
applied to get exact errors in the integration of certain Chebyshev polynomials of the first
kind by Gauss and Lobatto rule and asymptotic errors in the integration of Chebyshev
polynomials of both kinds by Gauss, Lobatto and Radau rules.

1. Introduction. In this work, we consider the error in the numerical integra-
tion of the Chebyshev polynomials of the first and second kind, T,.(x), U,(x) by
Gauss, Lobatto and Radau integration rules. We first derive explicit expressions
for the error in the numerical integration of Tj,,.(X) by an n-point Gaussian inte-
gration rule and by an (n 4- 1) -point Lobatto rule, for k = 0, 1, 2. The method used
for deriving these expressions can be applied for any k = 0, although we only go
up to k = 2 since the number of algebraic manipulations grows rapidly with k. It
can also be applied to U,,.,i(x) and in fact to any sequence of polynomials and in
addition can be applied in connection with any numerical integration rule. We then
derive asymptotic expressions as n tends to infinity for the error in the numerical
integration of T..(x) and U,,.i(x) for fixed k = 0, using the three integration
rules mentioned above. Actually, for the Gauss and Lobatto rules which are sym-
metric rules, the error in the numerical integration of Chebyshev polynomials of
odd degree is identically zero so that we need consider only polynomials of even
degree, Topio(X) and Usaian(x).

2. The Error in Gauss and Lobatto Integration Using a Fixed Number of Points.
The Gaussian rule of degree 2n — 1 with respect to the interval [—1, 1] has the n
roots of the Jacobi polynomial P{’®(x) (=P,(x), the Legendre polynomial) as its
n abscissas [1, p. 33]. Denoting the error committed by applying this rule to 7T(x)
by E,(T}), we have the following relations:

EN(Ty) = 0, k

A

2n — 1,
En(T2m+l) = 09 m g 0.

The Lobatto rule of degree 2n — 1 with respect to the interval [—1, 1] consists of
n + 1 abscissas, of which n — 1 are the roots of the Jacobi polynomial P{*'M(x),
and the other two are the endpoints of the interval [1, p. 37]. Denoting the error
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committed by applying this rule to 7(x) by E,.,(T}), we have the following similar
relations:

E,.(T;) = 0, < 2n-—1,
En+l(T2m+l) = 09 m g 0-
In the Gaussian case let us now write
¢)) Tonran(x) = [P (0 Z a®x" + Qpns(x),

where Q,,_,(x) is the remainder in the division of T,.5(x) by [P ”(x)]>. We then
have the following expression for E(T5,21):

Eu(Toneas) = f POOI S a®at dx

i=0

)
— (k) f [x Pi(DO.O)(x)]Z dx.

This is true since E(Q:.-2) = 0 and since [P{*®(x)]” vanishes at the abscissas of
the integration rule. The integrals in (2) can be evaluated explicitly as follows: By
repeated use of the following recurrence formula [2, p. 83]

@n + DxPLV(x) = (n + )P (x) + nP20 (%),

we can replace x* PV (x) by 2_i__; ¢t P& 2 (x). By the orthogonality of the P (x),
we have that

fl [Z "’Pi‘l,‘”(x)] dx = Z c"”f [P (X)) dx
-1

j=—i j=—i

and hence, using the formula [2, p. 82]:

! (0,0) 2 2
f.,”’” @I dx = 32

we have finally that:

ETud) = a3 e [ (PPN d

1=0 1

=2 Z a® Z $%/@2n + 2j + 1),

=0 jea—i

For the Lobatto case, we apply the same method, replacing [P (x)]* by
(1 = XM[PL P (X)) in (1). In this case, we use the corresponding recurrence formula
[2, p. 83]:

@n + NPV x) = (n + DPI V&) + (n 4+ 2)P (%)

and the following formula for the evaluation of the integrals:

1
f (A = APV dx = 2(n + 2)(n + 1)/2n + 3.
-1
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TaBLE 1

Exact Error in the Integration of Tspiar, kK = 0, 1, 2, by n-Point Gauss
and (n + 1)-Point Lobatto Rules

k En(T2n+2k) Eu+1(T2n+2k)
2m)y’ |* 1 2@ | m+ 1)  n41
° [ (2n)! :l 2n + 1 —[ @n)! ] nent - n BT
_ 2:2:4:4 .- 2p-2n '
T 1335 Qn—DRn+ 1) 2
2n + 1 [, 3@+ ]
: _[1 T @ = nen+ 3)]E”(T2”) I:l @n — Dan + 3BT

4n® — 48n> — 13n + 6 9(4n® + 16n® — 13n + 10)
Gn — 1PGn" — 9)2n + 5) 2T (20 = 17 = 9)2n + 5) L (Ten)

2

The results in the Gauss and Lobatto cases for k = 0, 1, 2 are given in Table 1.
(For k = 0, the results can also be obtained from the standard error terms since in this
case f*™(§) is a constant.)

Remark. This method is applicable to the calculation of the error in the numerical
integration of any polynomial P,.,(x) by any integration rule of degree n — 1 with
respect to an arbitrary weight function w(x). We just replace (1) by the following:

Poa(x) = IL(x) 2 a”x' + 0,.(x), k=0,
=0

where TL(x) = r(Is()]* with r(x) = i, (¢ — x), s = IIin (x — ) and
m + 2n, = n. The points x;, +++ , X.,, V1, * * * » Vs, are the abscissas of the integration
rule with s(x) orthogonal to all polynomials of degree < n, — 1, with respect to the
weight function w(x)r(x). The case n, = 0 corresponds to integration rules of Gaussian
type while n, = 0 corresponds to interpolatory rules.

3. Asymptotic Expressions for the Error in Gauss and Lobatto Rules as n — «,
To get the asymptotic behavior as n — « of the error in the numerical integration
Of Tyniai(x) and Up,.z:(x) where k is held fixed, we use the method of the previous
section except that we replace P{***(x) by its asymptotic formula due to Darboux
[2, p. 194]:

3) P{* ¥ (cos 6) = n~’k(6) cos (N6 + ¢) + O(n™*"?),

where k(6) = =~ '/*(sin 0/2) "V , N=n+ a+ %, ¢ = —(a + Hr/2,and 0 <
0 <
Since we are interested in the case where « is an integer, we derive the following

formula from (3):
[P (0T = ‘2‘1; K*(0)[1 4 cos N6 + 26)] + O(n™%)

= 2*°[1 4+ (=1 sin @n + 2a + D6]lrnsin 6)°°'17 4+ o(x™d).
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If we now define S%(x) = (I — x*)°[P{*.*(x)]°, we have that
S5 (cos 0) = 2°°[1 + (—1)%sin 2n + 1)0]lr(n — &) sin 617" + O(n~?).

Rewriting (1) with x = cos 6 and with [P{"®(x)])* replaced by S%(x), we get the
following asymptotic relation for Th..z:i(x):

Tonsar(cos 0) = cos 2n 4 2k)6

= 2°[1 + (—1)*sin 2n 4+ 1) + O™ M)Il(n — a)r sin 6]
“4)
Z by cos 2j6 + Qzn-2(cos 6),

i=0
where
Z bY) cos 2j6 = Z a®(cos 6).
i=0
For U,,,.(x), we get a similar relation:
Uspyzx(cos 8) = sin 2n + 2k + 1)6/sin 0

= 2*°[1 4+ (—1)*sin 2n + 1)6 + O™ M]l(n — a)r sin 0]

(5)
Z ¢ cos 2j6 + R3,-»(cos 6).

i=0
Multiplying (4) and (5) respectively by sin 8, we get the following formulas:
sin 27 + 2k + 1)0 — sin 2n + 2k — 1)8

_ i b*i[cos 2j8 + O(n™H)]
@) o
+ 2 2 Z b%lsin (2n + 2/ 4 10 + sin @n — 2j + 18}
+—Q;4@hxm,
sin @n + 2k + 1) = =— Z c¢®lcos 2j0 + O(n™M)]
5" +kiﬁ&;2:“%m@m+m+lw+mn®w—b+lm

nm T=0
+ R;2.(sin 6),
where Q2,_,(sin 6) and Rf,_,(sin 6) are odd polynomials of degree 2n — 1 in sin @
and are equal to certain linear combinations of sin 2/ 4+ 16,/ =0, --- ,n — 1.
Multiplying (4') and (5) respectively by sin 2n + 21 4+ 1)6,1 =0, --- , k, and
integrating both sides between 0 and =, we get:

2 5 (,,)[ 4n + 41+ 2

aj
nT =0

T -
[0 — Sa-1il 5 = GnF 2T+ I —4f + O(n 1)]

)
(_ 1)a22a 1
n

+ B+ b8 6u), 1=0,--- ,k,
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T _ 2 ¢ m[ dn+ 4142 _,]
(7) 6’:1 2 - nr ~ aj (2 + 21 + 1) .2 + O( )
— 2a—-2
+ g—l)n_z— el + ¢ 8, 1=0,:-- K,
where

aik=0’ i?fk,
=1, i=k.

Here we have used the following well-known results:

v

fsinkosinzodo=’~256u, k=1,
(1]

8) f sin k0 cos 10 d§ = 0, k=1lork =0,
4
k+1+1
k,_l_lz[l-l—( 1) 1 k=1, k#I
The asymptotic solutions of the linear systems of Egs. (6) and (7) are as follows:
b = (—1)*n27*"7[5y, - Su-1:1 + O(1), k=2, 1=0,:,k,
(l) — (_1)a+ln2—2a—-l7r + 0(1)’

)
YY) = (—=1)*n27r + 0Q1),
b = (=127 ' 4+ 0(1),
oy G = DM rd, + o), k21 1=0,-0 0k

® = (—=1)*n27%r + 0(1).

Returning now to the general form of (2), we get:

! @ (k) 27
E(Tonsor) = f_l S..(x)(z QoiX )

i=0

x k
= f Sa(cos 0)(2 by cos 2j0) sin 6 df
)

i=0

and a similar expression for E(U.z) in which b} is replaced by c(;}. Inserting
the asymptotic expressions for S%(cos 6), b%; and ¢} derived above, we get the
following expressions:

Epia(Tonior) = j;' [(—1* 4 sin 2n + 1)6][cos 2k — cos (2k — 2)6] d8
+owm™), kz2,

Epsa(Tons2) = j;r [(—1)* + sin (27 4 1)6][cos 26 — 31 d6 + O™,

EveuTa) = 3 [ L= + sin 2n = 10140 + 067,
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Epia(Uspiny) = f [(—1)* 4 sin (2n + 1)6]2 cos 2k8 d6 + O™, k=1,
[}

EpvolUy) = f [(—1)* + sin 2n + 1)6] d6 + O(x™Y).

Here the notation E,., refers to the error committed when using a rule whose
general structure we shall describe in the forthcoming remark. If we now evaluate
the above integrals using the formulas in (8), we get the final results:

Enia(Tonsm) = O(™"), k22,
Epia(Tanss) = (=1)*"'w/2 + O(7),
(11) Epral(Tos) = (—=1)*n/2 + O(x7Y),
EpiaUpnsoi) = O(™"), k21,
Epio(Up) = (—1)°7 + O(7).

Remark. Results (11) are valid for every nonnegative integer « and correspond
to integration rules of degree 2n — 1. For o = 0, 1, the corresponding rules are the
Gauss and Lobatto rules respectively while for & = 2 the rules are those which
incorporate values of the integrand and its first « — 1 derivatives at the endpoints
%1, namely:

1 a—1 n—a
[ 10 av = T w0 + (G0 + X A
-1 - =
where x;, --- , X,_, are the roots of the Jacobi polynomial P{*.*(x).
The results for a = 0, 1 are included in Table II.

4. Asymptotic Expressions for the Error in Radau Rules as n — «. The Radau
rule of degree 2n with respect to the interval [—1, 1] consists of #» + 1 abscissas, of
which n are the roots of the Jacobi polynomial P{"*®(x) and the additional abscissa
is at the point x,,, = 1[1, p. 37]. There is a second Radau rule symmetric to this
one with respect to the origin but it suffices to discuss the first one. The error in
the numerical integration of T,(x) and U,(x) by such a rule is zero for m < 2n.
Hence we are concerned with EF, (Tyn.i) and EE, (Upan), k = 1.

Now, by the Darboux formula for P{*'® (cos 6) [2, p. 194],

PP (cos 6) = n"’k(8) cos (N8 + ¢) + O(n™*?)
where k(6) = = (sin 0/2)"*""* (cos §/2) V3, N = n + (a + 8 + 1)/2,
6=—@+1/2r/2, 0<6<m,
we see that the asymptotic behavior of P{*'”(x) is given by

172 _ . _
4D POGos 0) = —(—2 ) E DO a/d] | oan

nw sin 8 sin 6/2

Thus

2[1 — sin 2n + 2)61
nr sin 6

(P2 (cos OIF(1 — cos 6) = + o™
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TaBLE II

Asymptotic Error as n — o« in the Integration of T, and U,, by
Gauss, Lobatto and Radau Rules

Gauss n-Points Lobatto  (n+1)-Points Radau (n41)-Points

k Topi21(x) Usni2e(x) Tons2r(X) Usp o ni(X) Tone14x(X) Usnir+1(x)
! O o) o ofD) _m o ofD) e ofl
0 +0) rr o) 5+o) o) +o) o)
vgeol) o) 3eol) o) o)
2 n n 2 n n n
2 o) o) o) o) 5+el))
n n n n 2 n
o) o) o) o) )
n n n n n

and by analogy to (4) and (5) we have

_ J211 — sin @2 + 2)6] P g ;

(13) Tonri(cos ) = { o Sin 0 + o(n )} Z% d;"’ cos 0j
+ Qs.(cos 6),

2[1 — si 2)6 R = _

+ R,.(cos ).

Proceeding along lines similar to that in the previous section, we get the following

relations:
di? = —§nmldu-1y; — bu-n;l + O(1), j=0, k=1, k
dg’ = —nr/4 + O(1),
ei = —nmrdu_1; + O(1), j=0,, k=1, k
e = —nr/2 + 0(1).

v

v

2,

2,

Inserting these into (13) and (14), we get the following asymptotic expressions:

sin 2n 4 2)§ — 1
sin 6

+ O0(n™") + Qsa(cos 0), k= 3,

sin n + 2)6 — 1
sin 6

Tz,,.,.k(COS 0) =

[cos (k — 1)0 — cos (kK — 30)]

Tns2(cos 0) =

cos 0 + O(n™") + Q:a(cos 0),
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in (2 2)6 — _
Tynnloos 0) = SLEEEDI =1 4 ,7) 4 0, (cos 0),
. . ]
Unas(cos 0) = ZSEIE D= 1 oo ¢ — 139 4 0(r™)
+ Rzn(COS 0): k g 2:
Uss(cos 0) = S2CEDI = Ly 5671 4 gy, (cos 6).

From these, we derive our final results:
Enoi(Tenis) = O(™Y), k=2, k24,
Ep1(Tonis) = 7/2 + O(™Y),
Efi(Tonsy) = —/2 + O™,
Epi(Upir) = O(™"), k22,
Egi(Upni)) = —7 4+ O(n™").

In Table II, we summarize the asymptotic behavior of the errors as n — <« in the
integration of T,(x) and U,(x) by Gauss, Lobatto and Radau integration rules.
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