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Convergent Generalized Monotone Splitting of Matrices* 
By 0. L. Mangasarian 

Abstract. Let B and T be n X n real matrices and r an n-vector and consider the system 
u BTu + r. A new sufficient condition is given for the existence of a solution and con- 
vergence of a monotone process to a solution. The monotone process is a generalization of 
the Collatz-Schroder procedure. 

I. Introduction. Collatz-Schr6der [1] consider the system 

(1.1) u - Tu + r, 

where T is a given n X n real matrix and r a given n-vector, and prescribe the monotone 
iterative process 

(1.2) [v]0 [Ti T29 2][ j O 

where T = T 7-T2, T1 _ 0 and T2 > 0. A sufficient condition for the monotonicity 
and convergence of the above process is the existence of initial vD, w? satisfying' 

(1.3) v = v, wl < w0, v < w, 

where vD, w1 are computed from (1.2). Condition (1.3) guarantees that (1.1) has a 
solution u such that 

(1.4) v0 < vl < ... < a < .. . <u w?i < ... < w' w 

and u = lim, (vi + w;)/2. 
In this work, we consider the system 

(1.5) u BTu + r, 

where B is some n X n real nonsingular matrix, and prescribe the iterative process 
(2.3). Here, however, the splitting T = T- T2 is not monotonic with respect to the 
nonnegative orthant but with respect to the dual cone generated by the rows of B- , 
that is: 

B-Iy0> =zTjy O and T2y 0. 

In Collatz-Schroder [1], BK - I. A sufficient condition for the monotonicity and 
convergence of the iteration (2.3) is the existence of v0, wo satisfying (2.5). Condition 
(2.5) guarantees that (1.5) has a solution satisfying B-vt < B-'u B-w' and 
u limia (v' + wt)/2. 
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By using Motzkin's theorem of the alternative for linear inequalities [4], [3], a 
sufficient condition (3.2) for (2.5) can be obtained. This condition insures the existence 
of a solution u to (1.5) and the convergence and monotonicity of the iterative process 
(2.3). When applied to Au = b, condition (3.2) gives existence results such as (3.6): 
If A > -1, and A'x > 0, x ? 0 implies that bx = 0, then Au b has a solution. 
(Here and throughout, a prime denotes the transpose.) 

A reason for considering the system (1.5) instead of (1.1) is that many of the 
classical iterative schemes for solving the system Au = b, where A is a given n X n 
real matrix and b is a given n X 1 real vector, consist of splitting the matrix A into 
the difference of two n X n real matrices, A = M - N, and using the equivalent 
system u = M- Nu + M- lb to derive the iteration 

u = M-Nu' + M-lb. 

The Jacobi, Gauss-Seidel and successive overrelaxation methods [5, Chapter 3] fall 
into this category. If we make the identifications B = M-'N, r = M-lb, we obtain 
(1.5), the system under consideration in this work. The present results, then, give a 
sufficient condition for the monotonicity and convergence of the process (2.3) which 
can be associated with any of the above classical schemes. 

2. The Monotone Splitting and its Convergence. We consider here the problem 

(2.0) u =BTu + r 

where B and T are given n X n real matrices with B nonsingular, and r is a given 
n-vector. We split the matrix T as follows: 

(2.1) T = T, - T2 

and require that 

(2.2a) B'ly > 0 =w Tly > 0 and T2y > 0, 

or, equivalently [2], we require that 

(2.2b) T1B ? 0 and T2B ? 0. 

(To see the equivalence of (2.2a) and (2.2b), we note that if (2.2b) holds, then, B- ly _ 0 
implies TIBB- ly = T1y > 0. Conversely, if (2.2a) holds, then, B- 1B = I _ 0 implies 
T1B ? 0.) 

We consider the iteration 

(2.3) = BOL+-i r 
L23j-W LO BJL-T2 TjLw'j Lrj 

and begin by establishing the following result. 
(2.4) CONVERGENCE AND EXISTENCE THEOREM. Let (2.1) and (2.2) hold. If there 

exist vo, wo in R' such that 

(2.5) LBl B1jWv-v > 0, B' (w -v) v> 0, 
0 Bfo (w23- Wt e 

with vl, wl comptitedfrom (2.3), then 
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(2.6) LBl BJrW V'+i-U 0, B-'(w' _ o 

Lo B- wi_wi 

for i = 0, 1, 2, * . In addition, the system u = BTu + r has a sohltion u such that 
B-1v' < B-'u < B-w and u = limi (v' + w')/2. 

Remark. If we set B = I, then we obtain the results of Collatz-Schroder [1]. 
Proof. We first establish (2.6) by induction. Because of (2.5), (2.6) holds for i = 0. 

Assume now that (2.6) holds for i and proceed to show that it also holds for i + 1. 

rB- lrit2 Vi+l 

LWoLi+2_ Wi+l L 0 w j 
2 2 B1i+ O IF. -?-1 _F'i+' 

Tl T2 -w B-0 -r ? B-1 -0 

T= T2 + "I0'~ - ~' " (by ( 2.3)) 

Te TlJL hajLvej-j o B1j-~1 

wi+1~~~~~~~~~~~~~~~~~~~~~~- 

> T1 T2 v 1?1 ( by (-2. 
KT2 TIr- wiiL B'IL1-rj L Bl j-il 

(by (2.6) and (2.2a)) 

=0 (by (2.3)). 

We also have 

B w 1- vl+) (T1 + T2)(w' - v') (by (2.3)) 
> 0 (by (2.6) and (2.2a)). 

Hence, (2.6) holds for i + I and the induction is complete. We now have from (2.6) 
that 

B-V1 0 < B-lvl <.? Bt?< ... < B- lwi?BI < ... < B lwl < BlwO. 

Hence, the monotone sequences l B; lv'} and { BT 'w'} have limits a* and b*, so that 
also the vector sequences {B- l'} and { B-Vw} have limits a* and b*. From the 
continuity of the linear operator B, we have also that the vector sequences v' and 
{ w'} converge to v = Ba* and w = Bb*. Hence, from (2.3), 

B-1lv T1v - T2w + BI1r, 

BI1w -T2v + T1w + B'r. 

By letting u (v + w)/2, we have that 

B' u = (T1 - T2)u + B-'r = Tu + B-'r. 

That B-Yv < B-'u ? B' wt follows from 

Blu = B-1( + w) = a* + b* Q.E.D. 

3. Sufficient Conditions for Solving u = BTu + r. By using Motzkin's theorem 
of the alternative [4], [3], we now give a sufficient condition for the existence of v?, w? 
satisfying (2.5) and hence for the existence of a solution of u = BTu + r and the 
convergence of the iterative process (2.3). 
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(3.1) CONVERGENCE AND EXISTENCE THEOREM. Theorem (2.4) holds with assumption 
(2.5) replaced by 

(-I + T1B)'x + (T2B)'y > 0,{ 

(3.2) (T2B)'x + (-I + T1B)'y > O, =xB 'r = 0. 

x, y 0 0, 

Proof. We have to show that (3.2) implies (2.5). Now (3.2) implies that 

(-I + T1B)'x + (T2B)'y 0,1 

(T2B)'x + (-I + T1B)'y- 0,| has no solution (x, y) 
-xB-'r + yB'lr > oj 

x, y >. 09, 

which implies that 

(-B-1 + Tl)'x + T2y - (B-1)'z 0, 

-T2x - (-B' + T1)'y + (B)z = O, 

(B'r)'x - (B-1r)'y + = 0, has no solution (x, y, z, ,) 

x, y, z > 0, 

rq> O,J 

which by Motzkin's theorem is equivalent to 

( B-1 + TD)v0 - T2w) + B'r- 2 0,} 

T2v? - (-B' + T,)w0 - 'rD_ 0,= has a solution (v0, wo, t) 

IB 'v + BIw0 > O, 

which is equivalent to 

Tlv0- T2w0 + B-'r- B-'v > O 

B1'wo + T2v0 - Tlwo -BIr > 0, has a solution (vD, wo) 

B '(w - v) > 0J 
which is equivalent to (2.5) having a solution. Q.E.D. 

By observing that if the system u = BTu + r has a solution ut then the system 
- u - BTu + r has a solution -u, we obtain the following result from Theorem 

(3.1) by appropriate modifications. 
(3.3) CONVERGENCE AND EXISTENCE THEOREM. Let (2.1), (2.2) and (3.2) hold. Then, 

there exist vo, wo such that 

, Bc t fwo wh 

w)here V15 W1are computedfrom the iteration 
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v IB P 0 T, -T2 ci r 
I I I iL - , 1=~~~~~~~~0, 1, 2,~* 

Lw ]+j Lo B- [ T2 T [w Lr j 

which produces v', w; satisfying 

[B-1 01 Fv&-vi 0 
B(l0, 

- Vt) O 0 

L 0 B-jLw'-w'+'j 

In addition, the system -u -BTu + r has a solution u such that B-Y'' > B-'u > 

B-Thv' and u = lim,1c.(v1 + wt)/2. 
The following convergence and existence result for Au = b is obtained from 

Theorem (3.3) above by setting T2 = 0, A = -B1 + T1 and b = B-Y. 
(3.4) CONVERGENCE AND EXISTENCE FOR Au = b. Consider the system Au = b 

where A is a given n X n matrix and b is a given vector. Assume that AB + I _ 0 for 
some nonsingular n X n matrix B. If 

(AB)'x >- 04 bx = 0, 
x _ 01 

then Au = b has a solution u. This solution can be obtained from the iteration 

v ui + 11 SB(TIv' -b) j, =O 

Lw-slj LB(T1w' - b)j 

where T1 = A + B--', starting with v?, wo which exist and satisfy 

B- v?) < 0, B-(w - w1) O 0, BI'I(w - v0) < O. 

This iterative process produces v', wv' satisfying 

B l(V'+ v') C 0, B-l(wi - wi+l) < 0, B-1(wi - v) < O, 

B-vt = B-'u > B-wt and u = lim (vi + wt)/2. 

(3.5) COROLLARY. If we take B = I in (3.4), we have that for A ! -I, if A'x 0, 
x 2 0 implies bx = 0, then Au = b has a solution, and the iteration and monotonicity 
relations of (3.4) simplify accordingly. Similarly, if we take B = -I, we have that for 
A ? I, if 4'x _ 0, x ? 0 implies bx = 0, then Au = b has a solution. 
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