MATHEMATICS OF COMPUTATION

Volume 70, Number 234, Pages 507-523

S 0025-5718(00)01229-1

Article electronically published on February 23, 2000

DISCRETE COMPACTNESS AND THE APPROXIMATION
OF MAXWELL’S EQUATIONS IN R3

P. MONK AND L. DEMKOWICZ

ABSTRACT. We analyze the use of edge finite element methods to approximate
Maxwell’s equations in a bounded cavity. Using the theory of collectively com-
pact operators, we prove h-convergence for the source and eigenvalue problems.
This is the first proof of convergence of the eigenvalue problem for general edge
elements, and it extends and unifies the theory for both problems. The conver-
gence results are based on the discrete compactness property of edge element
due to Kikuchi. We extend the original work of Kikuchi by proving that edge
elements of all orders possess this property.

1. INTRODUCTION

In the theoretical analysis of finite element methods for Maxwell’s equations, as
well as in practical applications, we can distinguish two basic model problems. The
first is to compute the resonant frequencies or eigenvalues of a bounded perfectly
conducting cavity. The second is to compute the electromagnetic field in the cavity
due to a known current source (at a nonresonant frequency). If edge finite elements
are used to discretize either problem, the first obvious theoretical question is to
determine estimates of the convergence rate of the resulting approximation.

For the eigenvalue problem, convergence was proved by Kikuchi [15, 16, 17] using
his discrete compactness property. This was only shown to hold for the lowest order
edge element space of Nédélec [23] on a tetrahedral mesh. A rate of convergence
was not given. A different analysis, due to Levillain [21], unfortunately contains an
error in the proof of norm convergence of the appropriate operators.

For the source problem, convergence was first proved by Monk [22] using an
extension of Schatz’s duality theory for the Helmholtz equation [28]. Unfortunately
it was necessary to assume that the cavity is either a convex polyhedron or a smooth
domain due to the use of certain a priori estimates in the analysis.

More recently Demkowicz [8] has observed that convergence for the source prob-
lem for the Helmholtz equation is implied by a suitable convergence estimate for
the eigenvalue problem. This suggests that both the eigenvalue and source problem
should be analyzed using the same theory. Our paper is devoted to analyzing the
two problems using the theory of collectively compact operators [2] which requires
only pointwise convergence of an appropriate sequence of discrete operators. This
approach is standard in the analysis of integral equation methods for time-harmonic
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wave problems [18] and was used to analyze the approximation of the 2D waveguide
problem by Joly et al. in [14]. Indeed our paper has been significantly influenced
by that work.

We remark that in [3, 4] some mixed approximations to eigenvalue problems
for elliptic equations are analyzed by proving the norm convergence of a suitable
operator. In particular, in [4], various mixed methods for computing the Dirich-
let eigenvalues for Laplace’s equations are analysed with the goal of illustrating
spurious modes for some standard mixed methods satisfying the Babuska-Brezzi
conditions. For other mixed methods, additional assumptions (implying norm con-
vergence of the appropriate operator) are then shown to imply convergence of the
eigenvalue problem. This theme is continued in [3]. Our analysis avoids proving
norm convergence and offers an alternative approach to problems of this type.

To verify that the theory of collectively compact operators is applicable, we use
the discrete compactness property of Kikuchi [17]. We extend the proof that this
property holds to include edge elements of all orders based on a tetrahedral or
hexahedral mesh (under suitable restrictions on the mesh). Our proof is based on
recent regularity results due to Costabel and Dauge [7]. We restrict ourselves to
the h-version of the finite element method, but hope to extend our analysis to the
h — p version in the future.

Let us now state the two problems we shall analyze. Let Q C R? be a bounded,
Lipschitz, polyhedral domain with boundary I', and unit outward normal v. To
avoid certain static solutions, we shall assume that I" is connected. For a discon-
nected boundary I', the theory can be modified in the obvious way. The assumption
that € is a Lipschitz domain rules out “screens” and “topological singularities” [7].
It would be desirable to extend the theory to include screens which are often used
as models of antennas.

The eigenvalue problem is to find an electric field E # 0 and an electric eigenvalue
A such that

(1.1) VxVxE = MEinQ,
(1.2) V-E = 0in{,
(1.3) vxE = 0OonTl.

The assumption that I' is simply connected implies that A = 0 is not an eigen-
value for this problem. The eigenvalue problem has been studied extensively in
the literature (see for example [20]). Under the conditions we have given, there is
a discrete set of real eigenvalues {\,}5°, with 0 < A\ < Ay < Ag--- such that
An — 00 as n — 00. The eigenspace W(\,) associated with A\,, n =1,..., is finite
dimensional.

If the wave number k > 0 of the time harmonic field in © is such that k2 is not an
electric eigenvalue of {2, we can also pose the source problem. Given a divergence
free current distribution J, we seek the electric field E which satisfies

(1.4) VxVXxE-KE = —JinQ,
(1.5) V-E = 0inQ,
(1.6) vxE = 0OonTl.

This problem is also well studied (see for example [20]) where existence and unique-

ness of a suitable weak solution to this problem is verified for a general divergence-
free current source J € (L?(£2))3.
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The finite element approximation of these problems is based on a suitable vari-
ational formulation. We recall that
Hy(curl; Q) = {u € (L*())® |V x u € (L*())®, v x u = 0}.
We denote by || - || the (L2(2))® (or L?()) norm, and for other Hilbert spaces

H we denote by | - ||z the norm on that space. Finally we denote
(u,v) z/u-'vdV.
Q

In this work, all fields (and the corresponding spaces) are real since we have no
absorption or complex boundary conditions.

The solution E of Maxwell’s equations actually satisfies V- E = 0 in Q so we
define

X ={u € Hp(curl; Q) | V-u =0in Q}.

Using this space, the weak form of the eigenvalue problem (1.1)-(1.3) is to find
E € X, E #0and X € R such that

(1.7) (V x B,V x ¢) = \E,¢) Vo€ X.
The weak formulation of the source problem (1.4)-(1.6) is to find E € X such that
(1.8) (Vx B,V x¢)-k*(E, ¢)=—(J,¢) VopeX.

For a general J with V - J # 0, we cannot have V - E = 0. In this case we can
use the Helmholtz decomposition to split the more general source problem into a
problem like (1.8) and another, simpler, Poisson problem (see [22]).

We can rewrite both of these problems as an operator equation. We define the

operator
A (L) — (L()°
as follows. For given u € (L*(Q))?, Au € X satisfies
(1.9) (VxAu,V x @) = (u,¢) Vo e X.

To establish that A is well defined, we note that by the Friedrichs inequality [19]
the bilinear form a(u,v) = (V X u,V X v) is coercive on X and hence by the
Lax-Milgram Lemma Aw is well defined (in fact we could even take u € X’ where
X' is the (L?*(Q))? dual space of X).

Using the operator A we can rewrite the eigenvalue problem (1.7) as the problem
of finding E € X, E # 0 and A € R such that

E = )\AE.
Letting p = % (possible since A # 0) we obtain
(1.10) AE = LE.

Now we note that A is self-adjoint and compact. The latter property follows since
A is continuous from (L2(2))® into X and the Weber compactness result (see, for
example, [20]) shows that X is compactly embedded in (L?(£2))®. Hence, as we have
already noted, the existence of eigenvalues p,,n =1,... of (1.10) can be verified.

Written as an operator equation, the source problem (1.8) becomes the problem
of finding E € X such that

(1.11) E —K*AE = —-AJ.
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Using the Fredholm alternative, existence for this problem can also be verified using
the compactness of A.

Now suppose that we discretize Ho(curl; Q) using edge finite elements (details

of this construction will be given in Section 3). This results in a family of finite
element spaces

Vi, C Hp(curl; Q)

parametrized by the mesh size h > 0. A critical property of the edge spaces is that
there is also a scalar space

Sp C Hy ()

such that V.S, C V},.

We cannot easily approximate X by an interior approximation because of the
difficulty of satisfying the divergence constraint. Considerations of mixed methods
[23, 10, 22] or stabilized formulations [27] for (1.7) or (1.8) leads to defining

X ={un € Vi | (un, V&) = 0VE, € Si}.

Note that X ¢ X. The above definition allows us to write the following orthogonal
decomposition:

(1.12) Vi =X,®VSy.

Using X}, the discrete eigenvalue problem corresponding to (1.7) is to find Ej €
Xp, Ep #0and Ay € R such that

(1.13) (V X Eh, V x ¢h) = /\h(Eh,(ﬁh) V(ﬁh € Xp.
The discrete source problem corresponding to (1.8) is to find E, € X}, such that
(1.14) (V x Ep,V x ¢p,) — k*(Ep, @) = —(J,¢,) Vo, € X

Note that practical calculations are usually done using V}, in place of X;. Thus

for the eigenvalue problem we would actually compute E, € V,,, E; # 0 and
An € R such that

(VX Ep,V X @) = (Epn, ¢p,) Vo € V.

However, using the decomposition (1.12) we can choose ¢ = V¢, for &, € Sp, and
conclude that

M(ER, V&) =0, V&, € Sp.

Since physical eigenvalues are nonzero, we can conclude that for the interesting
eigenvalues E;, € X} and it suffices to analyze (1.13). In the same way, instead of
(1.14) we would usually compute Ej, € V}, such that

(V x Ep,V x ¢p,) — k*(En, @) = —(J, 0,) Vo, € Vi

Again choosing ¢, = V¢, for £, € Sp, and using the fact that J is assumed to be
divergence free, we conclude that Ej € X} and it suffices to analyze (1.14).
Now we can rewrite (1.13) and (1.14) as discrete operator equations. We define

Ap s (L2(Q)° = (L*(Q))°
as follows. Given u € (L?(Q2))3, we define Aj,u € X}, to satisfy
(115) (V X Ahu,V X ¢h) = (U,¢h) V(bh € Xp.
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We shall prove (in Section 4) that Ay, is well defined. Assuming this for the moment
we can rewrite the eigenvalue problem (1.13) as the problem of finding E, € X5,
E} # 0 and pp € R such that

(1.16) AhEh =,uhEh.

As before, pj, = Al—h
The discrete source problem (1.14) is equivalent to finding Ej € X}, such that
(1.17) E, —K*ALE), = —ALJ.

To prove convergence for either problem, we apply the theory of pointwise conver-

gent collectively compact operators (see Section 2 for details). Let {h,}52 , denote
a refinement path so that

hg>h1 >hg>--->0

and h, — 0 as n — oo. The numbers h, index a sequence of progressively finer
meshes used to approximate the problem. Let A = {h,, n = 0,1,2,...}. For
future use, we define the set

(1.18) W = Upea Xy C Ho(curl; Q).

This set plays the role of X for the discrete problem. We also can define the
collection of operators

(1.19) A={4;: (I*(Q)* = (L*(Q))3, h € A}.

To apply the abstract convergence theory, we need to verify:

(1) Ais collectively compact.

(2) A is pointwise convergent by which we mean that for each f € (L2(Q))3, we
have

An f — Af
strongly in (L?(Q))® as n — oo.

In Section 4 we verify both these properties for the two edge finite element spaces
outlined in Section 3. We note that Levillain [21] has already verified condition (2)
but, for completeness, we shall give a different proof here.

Since we are dealing with a collectively compact set of pointwise convergent
operators, we can then verify existence and uniqueness, as well as convergence for
each of the two problems discussed here.

An outline of the paper is as follows. In Section 2 we recall some facts about
collectively compact operators. In Section 3 we outline the two families of finite
elements under consideration. In Section 4 we verify that A satisfles properties

(1.1) and (1.2). Finally in Section 5 we give error estimates for each problem, and
make some conclusions in Section 6.

2. COLLECTIVELY COMPACT OPERATORS

For a general discussion of collectively compact operators see Anselone [2]. Here
we present some well-known results for operators of this type. First we recall the
following definition.
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Definition 2.1 (Collectively Compact Operators). A set A = {4, : X — ),
h € A} of linear operators mapping a normed space X into a normed space )
is called collectively compact if for each bounded set U C X" the image set

AU ={Apu:ueU, A, € A}

is relatively compact.

Now let us suppose A is a collection of collectively compact, self-adjoint and
pointwise convergent operators Aj. Suppose the operators converge pointwise to
an operator A which is compact and self-adjoint.

First we summarize some known results for the eigenvalue problem. Let us sup-
pose that p is an eigenvalue of A of multiplicity m. Let E(u) denote the eigenspace
corresponding to the eigenvalue p. Osborn [26] proves the following theorem (we
have collected results in the paper and assume that the operators are self-adjoint):

Theorem 2.2. Suppose € > 0 is such that the disk of radius € about p contains no
other eigenvalues of A. Then for h small enough the disk of radius € centered at
contains precisely m eigenvalues of the discrete problem denoted up ;,5 =1,... ,m.

The dimension of E(u) is equal to that of EB}n:l E(pn,;). Finally, for 1 <j <m
there is a constant C such that

1) lu— gl <O 1A= ARy 00 + (A = Al 12}

£j=1
Here {¢;}7-, is an (L*(Q))3 orthonormal basis for E(u) and (A — Ap)| g, is the
restriction of (A — Ap) to E(u). We recall that || - || denotes the (L?(£2))® norm.

Remark 1. Osborn also provides an estimate for the distance of E(u) to
@73‘11 E(pn,j).

Next we discuss the source problem. The result we give is an obvious extension
of Theorems 10.8 and 10.9 of [18] to allow for the fact that the right-hand side of
(1.17) approximates the right-hand side of (1.11). Similar results are in [2].

Theorem 2.3. For h sufficiently small (or for hy sufficiently small in the definition
of A) we have that (I — k*Ay,) is invertible and

1+ K2 = k2 A)" Ay
1= EAI(T = k2 A) =1 (A = A) Al
Furthermore if E satisfies (1.11) and Ej, satisfies (1.17) we have

(2.2) (I =k Ap) 7t <

(2.3) |E— Eu| < ||(I — K*Ap) M| EL+ (I - K*A) 7| B,
where
_K?(An — A)J| + E*(|(An — A)AE|
4 By = AT - A1 (A, — A)AT
and
(2.5) By = |[(An — A)J].

Remark 2. A sufficient condition for invertibility of (I — k?A,) is that
(2.6) KT — K*A) ™ (A — A)Ap|| < L.
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Corollary 10.7 of [18] shows that once we have verified properties (1) and (2) from
the introduction we know that

(Ap — A)Ap — 0 strongly as h — 0,

hence condition (2.6) is satisfied for all h sufficiently small. Note that we have
explicitly given the k dependence of the estimates. A hope (not realized in this
study) is that the k& dependence of the error could be derived by this theory. See
Thlenburg [13] for a discussion of k dependence of error estimates for the related
one-dimensional Helmholtz equation.

3. DETAILS OF THE FINITE ELEMENT METHOD

In this paper we shall consider two standard edge element spaces due to Nédélec
[23]. Extensions to more general h-version elements, including those introduced by
Demkowicz and Vardapetyan in [9, 29], or the second family of edge elements on
tetrahedra [25] can be proved in the same way.

We start by covering ) by a regular mesh consisting either of tetrahedra or cubes
(but not both in one mesh). In the latter case we obviously restrict considerably
the domains that can be covered. Let us denote the mesh by 75, where h is the
maximum diameter of the elements in 75,. In addition, for our proof of the discrete
compactness property, we need a weak quasi-uniformity restriction. Let hx denote
the diameter of the smallest sphere containing the element K € 73, and let

hmin = min hK.
Kery

We say the mesh is weakly quasi-uniform if there is a constant p* with 0 < p* <1
such that

hh=* 5 0ash — 0.

min
Note that if the mesh is weakly quasi-uniform for some p* > 0, then it is also
weakly quasi-uniform for any p with 0 < p < p*, since

hh- ! = (hh! )R M -0 ash — 0.

min min min
Hence a quasi-uniform mesh is weakly quasi-uniform. The assumption of weak

quasi-uniformity allows some nonuniform mesh refinement (but, unfortunately, not
a geometric refinement).

3.1. Tetrahedral elements. Here we assume that the mesh is a regular and
weakly quasi-uniform collection of tetrahedra. In order to define the original curl
conforming space of Nédélec [23], we let P, denote the standard space of poly-
nomials of total degree less than or equal to k, and let P, denote the space of

homogeneous polynomials of order k. Now we define Sy C (Py)? and Ry C (Py)3
by

Sy = {pe(R)’|p(@) ==0}
Ry = (Pei1)’® Sk
For example, if k = 1, then a polynomial p € Ry has the form
p(z)=a+pBxz,
where o and 3 are constant vectors [24]. Following [23], for given p > 1, we define

Uy = {’Uh S H(Curl;Q) l 'UhIK € Rp VK € Th}.
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To define the degrees of freedom in Uy we define the following moments. If K € 7,
with general edge e and face f and if 7 is a unit vector parallel to e, we define

(3.1) M.(u)= {/ u-Tqds Vg€ P,_1(e) for the six edges e of K},

e

(3.2) My(u)= {/ uxv-gdA Vg e (P,_o(f))? for all four faces f of K},
f

(3.3) MK(u>={ J wgde Vge<Pp_3<K>>2}‘

These moments are defined if u € H"(Q2) and V x w € H"(Q) for some r > 1/2,
or if u € H'*¢(Q) for some € > 0 (see [1]). Unfortunately the moments are not
defined in general for u € H'(Q), which is a complicating factor in the analysis.

Nédélec [23] shows that the above three sets of degrees of freedom are unisolvent
and curl conforming. Using these degrees of freedom we can define an interpolant
denoted rpu € Uj for any function u for which (3.1)—(3.3) are defined. On each
K € 7, we pick rpu|x € Ry such that

M.(u —rpu) = Mi(u — rpu) = Mg (u — rpu) = {0}.
To approximate functions in Hy(curl; 2) we define
(3.4) Vi={u"eclU,|vxu=0 onl}.

The constraint v x u” = 0 on I' is easily implemented by taking the degrees of
freedom associated with edges or faces on I' to be zero [12].
The associated scalar space is

Sh={an € Hy(Q) | qn|x € P} .

With this choice we have VS;, C V. As we shall see, this space is also the correct
space to define discrete divergence-free vector fields.

3.2. Quadrilateral elements. In this subsection, let the mesh 7, be a regular
and weakly quasi-uniform covering of €2 using hexahedra with each edge parallel to
one of the coordinate axes. Let Q. be the space of polynomials of maximum
degree p in z, [ in y and m in z. Corresponding to the simplicial elements discussed

in the previous subsection, Nédélec has proposed some elements on hexahedra [23].
In this case, for given p > 1, we define

(3.5) Up = {u" € Hy(cur; Q) |u"|x € Qp_1,pp X Qpp1p X Qppp1 VK €7}

with the following degrees of freedom. If K is a cube with general edge e and face
f, and if 7 is a unit vector along e we define

(3.6) M.(u) = {/u~7‘gds|g€Pp_1 VeeaK},

Myw) = {[vxu-gddlg=(o.0)" where
f
(3.7) 91 € Qp2p-1,92 € Qp—1p—2 Vf€OK},

{/ u-gdV|g=1(91,92,93) € Qp—1,p-2p—2
K

=
£
[

(3.8) X Qp-2,p—1,p—2 X Qp—Q,p—2,p—1}-
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Nédélec shows that (3.6)—(3.8) are curl conforming and unisolvent for elements in
U, given by (3.5) [23]. Now we can take V;, C Hg(curl; ) to be

(3.9) Vi ={vneU,|vxvy,=0o0nT}

The corresponding space of scalar functions is
Sp={an € H}(Q) |qn|x € Qupr VK €Tn}.

3.3. Interpolation error estimates. Using either the tetrahedral or hexahedral
edge element families presented above we have the following result.

Theorem 3.1. (a) For any sufficiently smooth p € H}(Q) we have that 7, Vp =
V Pyp where Py, is a suitable interpolation operator for Sy. Furthermore for
any 6 > 3/2 there is a constant C' depending on 6 but not p such that

IV(Prp —p)|l < CR*7|Vplls-1.
(b) There exists a constant C = C(€) such that
lw—rrul < Chijull14
for any € > 0.
(c)
lw—rrul + |V x (u—rau)| < ChP(|Jullgr @) + IV X ul gr(a))-

Proof. The equality in part (a) is classical and proved for example in [12, 11]. The
error estimate is then standard for the interpolation operator in S, (the restriction
on 0 ensures that p is continuous and hence can be interpolated).

Part (¢) is proved in [1], and part (b) is proved in the same way using a scaling
argument. O

We also recall the following result proved in [5] for general piecewise polynomials.

Lemma 3.2. Suppose the mesh is regular, then for any up, € Xp and 0 <o <1/2
there is a constant C independent of h and uy, such that

IV X up |l o0y < Chf IV X ual.

min
4. DISCRETE AND COLLECTIVE COMPACTNESS

In this section we prove that the collection of operators A introduced in (1.19)
is collectively compact and pointwise convergent. The main tool in this analysis is
the discrete compactness property of the spaces {Xp }hen.

To date discrete compactness has only been proved for the lowest order Nédélec
space of edge elements in tetrahedra by Kikuchi [15, 16, 17] (see [14] for the cor-
responding 2D result). The first theorem here shows that, under the weak quasi-
uniformity assumption on the mesh, higher order edge element spaces, including
elements on hexahedra, also satisfy the discrete compactness property.

The proof of this result is based on a regularity result due to Costabel and Dauge
[7] which we now state.

For given f € X' with V- f =0 in Q, let u € X satisfy
(4.1) VxVxu=f inQ.

For a given domain €2 there is a constant oq > 0 such that for all o with 0 < o < g
and f € (H°~1(Q))3 we can write

(4.2) u=1u"+Vy,
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where u* € (H°+(Q))? and x € H}(Q) with Ax € H?(Q). In addition
™| 1o ) +Hxl e 2) < Clfllao-1(0)s
[AX]z20) < Clflla-1(0)

The decomposition (4.2) is not orthogonal. Precise estimates for o involving edge
and corner exponents of the domain are given in Theorem 8.6 of [7]. We note
also that the same theorem gives an expansion for x in terms of edge and corner
singularities.

Note that since Ax € L?(Q2) and x € Hi(2) we can actually conclude that
x € H3/2(Q) (see, for example, the proof of Theorem 2 in [6]). This is not sufficient
for our purposes, and so we assume that 2 is such that there is an € > 0 such that

x € H3/?t¢(Q), and
(4.4) X r3/24e o) < ClIAXI-

Of course this holds for a convex domain (with ¢ = 1/2) and so this assumption
constitutes a restriction on the interior angles of Q.
Now we are ready to state and prove the discrete compactness property.

(4.3)

Theorem 4.1. Assume that the regularity results given in (4.3) and (4.4) hold.
Suppose in addition that the mesh is regular and weakly quasi-uniform. Finally,
suppose that the sequence {u,}2°, has the following properties:

o {u,}5°, is a bounded sequence in Hy(curl; Q);
o u, € Xy, for each n and h, — 0 asn — 0.

Then there is a subsequence, still denoted {u,}52,, and a function u € X such that
Uy, — U

strongly in (L?(Q))® and weakly in X.

Remark 3. When this theorem holds we say {X}, }rea has the discrete compactness

property. As we have already pointed out in the Introduction, this is already known
for edge elements on a tetrahedral mesh when p =1 [17].

Proof. Using the Helmholtz decomposition we may write
(4.5) U, = u" + Vp",
where p" € H}(Q) satisfies (Vp", V&) = (u,, VE) for all £ € HL(Q), and u™ € X
satisfies
Vxu®=V X u,in
or
VXVxu®=Vx(Vxu)in Q,

where this equation is understood in the sense of distributions. But V x u, €
(H<(£2))3 for any 0 < € < 1/2 since V x u,, is a piecewise polynomial vector. Hence
by the regularity assumption

for w™ € (H'*¢(£2))? provided 0 < € < 0. But this implies that 75, w*™ is well-
defined.

By the regularity assumption on x given at the beginning of the section, x €
H?/2%¢(Q) for some ¢ > 0 and hence 7, Vy is well defined and by Theorem 3.1
(a) rp, VX™ = VP, x™. An alternative argument to this is that since x consists of
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edge and corner singularities for Laplace’s equation we can check that if y = r%,

where 7 = |z|, then 7,V is well defined for a > 0 since line integrals of dx/0r are
well defined in the case.

Using (4.5) and the fact that v, u, = u,, we have that
Uy, =71, u" + VP, p".
But u,, € X;_ and u™ € X so that
(VP p", VP, p") = (up —rp,u", VP, p") = (u" —rp, u", VP, p").
Thus [|[VP, p™| < ||lu™ — rp, w™]|]. Furthermore
up = (rp, u” —u")+u" + VP, p".
The sequence {u"}52; C X and satisfies (using the continuous Friedrichs inequal-
ity)
[w™| +[IV x| < C,

and so by Weber’s compactness result (see [20]) there is a sequence, still denoted

{u™}2 | such that u™ — w strongly in (L?(£2))? and weakly in X for some function
u € X.

The discrete compactness property is thus proved if we can show that ||u™ —
Th, u"|| — 0 as n — oo. Using the definition of w™ and x™

(4.6) rh,ut —u" = (rp,w" — W) + V(P X" — xX")-
But by the assumed regularity of x™,
IV (Pr, X = X" < Chy/> VX [ p/2ee(ay € Chy/ 2 AXT.
However ||Ax™|| < C for each n, hence
(4.7) [ Ph, X" = X" () — 0 as n — oo.

Next we analyze ||rj,, w™ —w"||. Using the error estimate of Theorem 3.1(c) and
the regularity of w” we have

Irh,w™ —w"|| < Chyllw" || grveq),

and using the norm estimate (4.3) together with the assumed weak quasi-uniformity

assumption (and hence the inverse estimate in Lemma 3.2 choosing € < 1/2) we
have

(4.8) [7h,w" — W™ < Chul|V X unlge) < Choh iy oIV X upl| — 0

min,n

as n — o0o. Using (4.7) and (4.8) in (4.6) shows that ||u™ — 7, u™|| — 0 as n — oo
and completes the proof. O

Next we show that the discrete compactness property implies a discrete Friedrichs
inequality.

Corollary 4.2. Suppose {Xp}ren has the discrete compactness property. Then
provided O is simply connected there are constants C > 0 independent of h and
ho such that for all h < hg and any up, € Xy,

l[unll < CIV > .

Remark 4. Assuming the convexity of {2, this result was proved in [23].
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Proof. The proof is by contradiction. Suppose the result is false so that there is a
sequence {up, }5°; such that uj,, € X, and

1
lun, I =1, IV x [l = —,
for 1 < n < co. By the discrete compactness property there is a subsequence,
still denoted {uy, }3; such that w,, — wu strongly in (L?(Q2))? and weakly in
H(curl; Q) for some u € X. Hence |u]| = 1. However for any ¢ € Hp(curl; ),

(V 0,V % ) = lim (V% w,, ¥ % $) < [V x ¢ 0, asn— oo,

Hence V x u =0in Q and u € X so u = 0 by the standard Friedrichs inequality.
This is a contradiction. O

Our next result concerns the embedding of W into (L?(2))3.

Lemma 4.3. Suppose that {Xp}hen has the discrete compactness property. Then
W — (L*(Q))3.

Remark 5. In the case of 2D edge elements on triangles, this result was proved in
[14]. We follow this proof.

Proof. Let {w,}22, be a sequence in W bounded in H(curl; Q). For each n,w, €
Xp, and we may assume h, — 0 as n — oo. For if hy, > ¢ > 0 €, the fact that
hyn, € A implies only finitely many h, are used so {w}2, is contained in a finite
dimensional vector space and hence a convergent subsequence can be extracted.
If hy, — 0 as n — oo, we have that {w,}>2, satisfies the conditions for the
discrete compactness property. Hence we can extract a subsequence converging
strongly in (L?(2))3 and compactness of the embedding is proved. O

Next we establish the collective compactness of A.

Theorem 4.4. Suppose {Xp}nen has the discrete compactness property. Then A
is collectively compact.

Proof. Here we verify Definition 2.1 by using the compact embedding of W in

(L2(Q))3. Let U C (L?(22))% be a bounded set. Then, if u € U, we know that
Apu € X, satisfies

(V X Ahu,v X Xh) = (,U’,Xh) VXh € Xh?

and it follows ||V x Apu| < C|u|. But using the discrete Friedrichs inequality in
Corollary 4.2 we have

[Anul + IV > Apul| < Cllulf.

Hence {Apu}nea C W and is bounded in H(curl; Q). By the compact embedding
of W into (L?(2))? a subsequence of {A; u}>2, converges strongly in (L?*(Q))3
and hence A(U) is precompact as required. O

Finally we verify the pointwise convergence of A, to A as h — 0. This is a
consequence of the density of V}, in H(curl; ) and Sy, in H} ().

Theorem 4.5. Suppose the discrete compactness property holds. Let f€ (L*(Q))3
then

Apf— Af strongly in H(curl; Q) ash — 0.
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Remark 6. We only need strong convergence in (L?(2))%. The result is proved by
Levillain [21]. We offer a different proof based on the mixed formulation of (1.15)
as used in [14] to analyze the 2D waveguide problem.

Proof. For any f € (L*(Q))%, Anf € X can be characterized by a mixed varia-
tional problem. In particular, A,f € X}, and p, € Sy, satisfy
(VX A,V x @) + (Von, o) = (f, ¢1) Vo, € Vi,
(Anf,VER) =0 V& € Sh.
Similarly Af € X and p € H}(Q) satisfy
(VX Af,V x @)+ (Vp,¢) = (f,¢) V¢ € Ho(curl; Q)
(Af,VE) =0 V¢ e Hy(Q).

As pointed out in [23, 10, 22] this is a standard mixed finite element problem. The
Babuska-Brezzi theory of convergence is applicable since
o The inf-sup condition holds. This states that there is a constant C' indepen-
dent of A such that for any p; € Sy,
(vph, ¢h)

sup —————— = Cllpal a0
(bhevh ”¢h”H(curl; Q) @)

(4.9)

(4.10)

holds. This is proved in [23] and follows by taking ¢, = Vpp,.
o If up € Xj, the discrete Friedrichs inequality in Corollary 4.2 shows that
there is a constant C' > 0 independent of A such that

[unll < CIV x unl Yun € Xi.
The usual theory of mixed methods then implies that
(4.11)
Af — A cwl; ) S Cq inf ||V x (Af — inf ||V(p— .
145 = Sl oy < € { int, 19 % (4F =)l + ot [V~ ]}
But since X}, differs from V}, only by the addition of gradient terms (see (1.12)),
inf ||V x (Af — V x (Af — .
oo IV < (Af = x5) IV x (Af = xn)ll
The density of Vi, in Hy(curl; ) then implies that
im inf Af — =0.
fim [V x (Af =)l =0

—0X

| = inf
Xn€Vh

Similarly, the density of Sy in Hi () shows that
im inf — =0.
lim, inf {[V(p—qn)| =0
O

If the functions p and Af are smoother, we also have error estimates as the next
theorem shows.

Theorem 4.6. If the discrete compactness property holds and if Af € (HP1(Q))?
and p € (HPY1(Q))® (where Af and p satisfy (4.10)) we have

|Af— Anfll B (curt; @) < Chp(HAﬂ|HP+1(Q) + ||PHHP+1(Q)>-

Remark 7. I V- f =0, then p = 0 (to see this take ¢ = Vp in (4.10)), and hence
we are reduced to needing the smoothness of Af alone.
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Proof. The proof is directly from (4.11) using Theorem 3.1 and standard estimates
for S},. O

5. CONVERGENCE RESULTS

In the previous section we verified that A is collectively compact and pointwise
convergent. Thus we can use the estimates (2.1) and (2.3) of Section 2. We note
that the general theory shows that

(I — K2A) "2 (A — A)Ap)| — 0 ash— 0.

Hence (2.6) is satisfied. It would be useful to obtain an order estimate for this term

but we have been unable to do this due to the fact that Ap¢ is not necessarily
divergence free.

Theorem 5.1. If { X}, }nen has the discrete compactness property, then the follow-
ing results hold:

e For the eigenvalue problem, suppose 1 1s an eigenvalue of multiplicity m.
Then there are exactly m discrete eigenvalues pp j, 3 =1,...,m such that

|/J*_/J*h,j|_)0a1§j§ma ash — 0.

o Suppose k? is not an interior electric eigenvalue. Then the discrete solution

E), of the source problem (see (1.8) and (1.14)) is well defined for sufficiently
small h, and

|E— Ep|| —0 ash—0.

Proof. First we consider the eigenvalue problem. Using (1.9) and (1.15) we may
write

((A- Ah)¢éa¢j) = (Vx(A- A0,V x A¢j)
= (VX (A= Ap)¢,V x(A—-Ap)o,).
Hence (1.7) may be rewritten

|1 = pns | < Cmax [V x (A — An)el® + 1(A = A s 17}

Since E(u) is finite dimensional, the pointwise convergence of Aj to A in H (curl; )

shown in Lemma 4.5 proves that both terms on the right-hand side above vanish
as h — 0.

For the source problem, provided h is small enough, (I + k2Ap)~! exists (so E},
exists) and since (using the discrete Friedrichs inequality)

A A
[ ARl = sup [4n9] <C sup M <C,
Pe(L2())? [ Pe(L2(Q))3 ol
we know that for A small enough

I(I-Kk4p)7 Y <C

independent of h.
The pointwise convergence of Ay to A implies

(A= Ap)J|| =0 ash—0,
and similarly
I(A—ALAE| -0 ash— 0.

Hence we conclude the basic convergence of Ej to E. O
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The convergence of the source problem in the H(curl; ) then follows by using
a Garding inequality as in [22].

Corollary 5.2. Under the conditions of the previous theorem, if E satisfies (1.8)
and Ey, satisfies (1.14), then

\E - Eullfr(cur;; o) =0 ash — 0.
Proof. Let e, = E — E},, then using (1.8) and (1.14)
IV x enl® = (IV x enll = k?[lenl|*) + k®[len]®
=[(V x (E - E,),V x (E — E)) — k*(E — E,, E — Ep,)] + k*[|ep )
=[(V % (E = Ep),V x (E = x3)) = K*(E — En, E — x;,)] + K*[len]?
for any x;, € V, (again we have used the fact that V}, and X, differ only by gradients
of functions in S}, in the sense of (1.12)). Hence

(5.1) |IE = Epllgcur; 0) £ C [ inf ||E - xpllm(curt; o) + | B — Eh||} :
Xr€EVh

Convergence in the (L2(Q))? norm, and the density of V}, in Hp(curl; ) completes
the proof. O

To establish rates of convergence, we need to assume a suitable regularity for
the solution (and current in the case of the source problem).

Theorem 5.3. Suppose all the eigenfunctions ¢ € E(u) are such that ¢ € (HP(Q))?
and V x ¢ € (HP(Q))3, then

= pngl =0(h*) 1<j<m.
Remark 8. For the cube, for example, this holds for any p.

Proof. Let ¢ € E(u). Since V - ¢ = 0 we know that in (4.11), p = 0. Hence using
(4.11), Theorem 3.1 and the fact that ¢ is an eigenfunction
A-A curly S C inf
I W)@ curts @) o, |
< CRP([[Adlp + IV x Adlp)

Ch?
= T(H(ﬁllp IV X ).

Since E(u) is finite dimensional, this implies

”(A - Ah)\E(u)”H(curl; Q) < CﬂhPV

and we get the desired estimate. O

|A¢ - Xh”H(Curl; Q)

Finally we can establish a convergence result for smooth solutions for the source
problem.

Theorem 5.4. Suppose A2E € HP(curl; Q) and AJ € HP(curl; Q) where
HP(curl; Q) = {ue (HP(Q))® |V x ue (HP(Q))*}.
Assuming the discrete compactness property, for sufficiently small h,

“E_ Eh” < Chp(”AzE”Hp(Curl; Q) + ||AJ||HP(CU1'1; Q))
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If in addition E € HP(curl; ), then
”E - Eh”H(curl; Q) < Chp(||A2E”HP(curl; Q) + “EHHP(curl; Q)
+ ”AJ”HP(Curl; Q)-

Proof. This is a straightforward application of Theorem 2.3. By Theorem 4.6 we
obtain

I(A = Ap)J]| ChP (AT lp + IV x AT ),
I(A—An)AE| CRP(|AEl, + |V x AE|,).

To prove the second estimate we use (5.1) and Theorem 4.6 in addition to the
(L?(92))? estimate we have just proved. O

<
<

6. CONCLUSION

We have given a unified treatment of the numerical analysis of the eigenvalue
and source problems for Maxwell’s equations using the theory of collectively com-
pact operators. The key property in establishing the applicability of this theory is
the discrete compactness property. We have shown, under the quasi-uniformity as-
sumption, that the discrete compactness property is satisfied for two of the standard
families of edge spaces hence extending Kikuchi’s original result.

The weak points of our analysis are the need for the weak quasi-uniformity
assumption since we would like to allow a geometrically graded mesh, and the &k
dependence of the constants in our error estimates. This stems from our inability to
estimate the term ||(A— Ap)Ap| in terms of h (other than knowing ||(A—Ap)Ap|| —
0 as h — 0). Work on removing both these drawbacks of the theory is needed.
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