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A general method is derived for extending the many-body formalism of Martin and Schwinger to macro­
scopic inhomogeneous systems. This method is applied to the Puff-Martin approximation for nuclear matter 
and used to compute the properties of a plane nuclear surface. An iterative self-consistency computation is 
used, and a generalized effective-mass approximation is imposed to simplify the wave equation. The particle 
interaction is taken to be a separable Yamaguchi potential with an 5-state hard shell. The results show a 
smoothly varying density and self-energy, with a surface thickness of 2.33 F. A calculation of the surface 
energy term in the Weizsacker semiempirical mass formula gives 18.79 MeV. 

I. INTRODUCTION 

IN previous papers by Puff and the present author,1,2 

an approximation based upon the general formalism 
of Martin and Schwinger3 was developed for computing 
the ground-state properties of nuclear matter. In this 
paper, we consider the extension of this approximation 
(which we refer to as the Puff-Martin approximation) 
to inhomogeneous systems in order to calculate the 
properties of a plane surface of nuclear matter. 

By considering the effect of an infinitesimal external 
potential upon a saturated many-body system at zero 
pressure, it can be shown that the Green's function 
equations which were derived by Martin and Schwinger 
for a homogeneous system are also capable of describing 
a macroscopic inhomogeneous system which possesses 
a surface. To extend the formalism to such an inhomo­
geneous situation it is only necessary to replace the 
boundary condition of spatial homogeneity by condi­
tions on the limits of various properties at large dis­
tances from the surface. 

This approach may be applied to the Puff-Martin 
approximation. However, since the inhomogeneous 
system must have zero pressure in order to possess a 
stationary surface, and since (as shown in Sec. IV of 
reference 1) the definition of the pressure is ambiguous 
in the Puff-Martin approximation, it is important to 
use an expression for the pressure which directly insures 
a stationary solution. We show that this requirement 
is met by the so-called "local-transport" expression for 
the pressure. 

The Puff-Martin equations are essentially a self-
consistency relation between a nonlocal, energy-
dependent effective potential or self-energy and a 
spectral function. In the inhomogeneous case, they 
may be treated by expanding the spectral function as a 
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product of wave functions. A solution may then be 
obtained iteratively by alternately computing wave 
functions from the self-energy and then a better self-
energy from the wave functions. To simplify the 
equation for the wave functions we use a generalized 
effective-mass approximation, in which the self-energy 
is approximated by a quadratic function of momentum 
which is fitted to the true self-energy by least squares. 

We have used this approach to compute the properties 
of a plane nuclear surface for the simple interparticle 
potential described in reference 1. The results show a 
smoothly varying density and self-energy, with a 
surface thickness of 2.33 F and a surface energy of 
18.79 MeV. 

Section I I will describe the general extension of the 
Martin-Schwinger formalism to inhomogeneous sys­
tems. In Sees. I l l and IV this extension is applied to 
the Puff-Martin approximation to obtain equations for 
the wave functions and the self-energy. Section V will 
give numerical results and a derivation of the surface-
energy term in the Weizsacker semiempirical mass 
formula. We assume that the reader is familiar with 
the contents of reference 1 and refer to equations in 
that paper by using the numeral " I . " 

II. EXTENSION OF THE GENERAL FORMALISM 
TO THE INHOMOGENEOUS CASE 

Fundamentally, the Martin-Schwinger formalism is 
based upon the description of a many-body system by 
a set of ^-particle Green's functions which are defined 
as expectation values of time-ordered products of field 
operators, 

G„(l- • -n; 1'- • V ) = (-*)« e x p p / i E i f e - * / ) ] 

X < r [ ^ ( l ) . . ^ ( » ) ^ ( n 0 - - - ^ ( 1 0 ] > , 

where the expectation value is taken over a complete 
ensemble of states with temperature \/ir and chemical 
potential ju, 

(Xyr.^tre-iriH-vmx/tre-^11-^. (1) 

This ensemble may be reduced to the ground state by 
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NON-SATURATING SYSTEM SATURATING SYSTEM 

FIG. 1. General behavior of Eo(N) and No(fx) for a nonsaturating 
and saturating system. These curves are only illustrative and do 
not represent quantitative results. In both cases the upper and 
middle curves represent Eo(N) and dEQ/dN, respectively, while 
the lower curves (when viewed sideways) represent No(jx), which 
is the true minimum of Eo(N)—fiN for a given JA. The quantities 
iVcrit and Merit are the grazing point and slope of the tangent to 
EQ(N) which passes through the origin. When M>A*crit the local 
minimum of EQ(N)-—IJ,N is the true minimum, so that No(fx) is 
the inverse function of dEo/dN. When /J, </*Crit, the true minimum 
of Eo(N)—fiN is iVoGu)=0. For the saturating system iVr

crit>0, 
and NQ(JX) jumps discontinuously from iVcrit to zero at /u=yUcrit. 

taking the low-temperature limit: 

lim (X)**»>= (N,E0(N) |X|N,E0(N))\ N-NM, (2) 

where Eo(N) is the ground-state energy of N particles 
and No(ji) is the value of N such that Eo(N)—/xN is a 
minimum. 

Before considering the extension of this formalism to 
an inhomogeneous system, it is necessary to establish 
certain properties of No(n). For a macroscopic system 
N may be considered as a continuous variable, and it 
is usually asserted that the minimum No(fx) is deter­
mined by 

dN 
-[£o(iY)-^V] 

iV=AT0(M) 

dE0 

dN 
— \x = 0, (3) 

N-Nuip) 

with the additional condition 

J2 

dN2' 
7ZE»(N)-»N1 

N~.N0(ri 

d*E* 

dN'2 
>0. (4) 

^Vo(ju) 

However, this is actually an oversimplification; the 

function E^(N)—JXN may have one or more local 
minima which satisfy Eqs. (3) and (4), and the values 
of the function at these points may or may not be less 
than the value E0(N)-~IJIN=0 at the end point iV=0. 
Furthermore, the true minimum No(fx) may jump 
discontinuously from one local minimum to another or 
to the end point as ju is varied. 

We limit ourselves to the case of a single local 
minimum. For large ju, the true minimum No(n) will be 
the^local minimum and will satisfy Eqs. (3) and (4), 
but for sufficiently negative /x the true minimum will be 
the end point No(fji) = 0. Let iVcrit, Merit be the point at 
which the local minimum ceases to be the true mini­
mum. This point will satisfy Eq. (3) and the additional 
condition that EQ(N)-~IJLN have the same value at 
Ncrit, Mcri/as at iV=0, 

E0(N)-fxN\Nc t=Eo( iV) -Mt fk -o=0 . (5) 

Thus, this point is determined by 

Merit 
dEo 

dN 

Eo(N) 

N^Ncrit N 
(6) 

i^^iVcrit 

and No(^) will be discontinuous at this point if iVCrit>0. 
I t is shown in reference 1 that Eq. (6) implies (for an 
exact solution) that iVcrit, Merit is the point (called the 
zero point) at which the pressure of the system is zero. 
Thus, the existence of a discontinuity in No(fj) is 
associated with the physical characteristic of saturation, 
since i\r

Crit>0 implies the existence of an unrestrained 
or zero-pressure system of particles with finite density. 
Figure 1 exhibits the general relation between E0(N) 
and No(fJi) for a nonsaturating and saturating system. 

We may expect that an actual solution of the usual 
Green's function equations for a saturating system will 
not explicitly exhibit a discontinuity at the zero point, 
but rather that the equations will possess two distinct 
solutions (within some region of M containing Merit) • 
an ordinary finite-density solution for which \x = dEo/dN, 
and an extraordinary solution describing a vacuum. 
The discontinuity must then be imposed by switching 
from the ordinary to the vacuum solution at M = Merit-
(It should be noted that the vacuum solution for Gi, 
since it describes a single particle propagating through 
the vacuum, is independent of the interparticle potential 
and, therefore, equal to the analogous function for free 
particles.) In dealing with a homogeneous system (as 
in reference 1) it is justifiable to ignore the extraordinary 
solution and consider the ordinary solution for M<Merit 
as a description of a metastable system with negative 
pressure. However, an explicit consideration of the 
zero-point discontinuity is necessary to justify the 
extension of the Green's function formalism to inhomo­
geneous systems. 

To develop this extension we note that the definition 
of the Green's functions implies that a translationally 
invariant Hamiltonian will lead to Green's functions 
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which are spatially homogeneous, i.e., which depend 
only upon the difference of their spatial variables, and 
must, therefore, describe a homogeneous system. This 
suggests that inhomogeneous systems may be ap­
proached by introducing an infinitesimal external 
potential which will appear in the Hamiltonian as an 
additional term, 

• / 

&7„t(r)*W(rf). (V) 

The introduction of this potential modifies the integro-
differential equations (1.1) for the Gn by replacing the 
differential operator 

L dh 

d vx
2 

2m A 
by 

r d Vx2 

i—+—+M-
L dh 2m 

7„t ( r i ) (8) 

In particular, we consider a saturated system at zero 
pressure (M = Merit) which is subjected to an external 
potential with the form of an infinitesimal well 

Fext(r)=—e, r in.Ro 
==€, r not in R0; e>0, (9) 

in the macroscopic region R0, Physically we expect that 
a bound aggregate of particles will be localized in the well 
since there will be no back pressure against the well and 
since a macroscopic well will have a vanishing zero-
point energy. On the other hand, the infinitesimal well 
edge should not have any distorting effect on the surface 
of the aggregate. Thus the Green's functions near the 
surface of Ro should describe a localized but undistorted 
surface of saturated matter. 

Mathematically, since Fext is subtracted from JJL in 
the Green's function equations, the local properties of 
the system at large distances from the surface of Ro 
should approach the properties of a homogeneous 

system for n = juCru+ e inside the well, and for /A—Merit™ € 
outside the well. Thus, since the homogeneous system 
jumps discontinuously from a finite density at Mcrit+e 
to a vacuum at Merit— *, we see that the expected 
physical situation is realized. 

Now we have suggested that the discontinuity of 
/Xcrit is not inherent in the equations for the homo­
geneous Green's functions but must be imposed by 
switching from an ordinary solution to the vacuum 
solution. In this situation, the infinitesimal external 
potential may be neglected in the inhomogeneous-case 
equations, so that the inhomogeneous functions will 
satisfy the same equations as in the homogeneous case. 
The only change is that the implied boundary condition 
of spatial homogeneity must be replaced by conditions 
which specify that the local properties of the system 
approach the properties of saturated homogeneous 
matter inside Ro and approach the properties of the 
vacuum outside R0. These local properties include the 
Green's functions themselves, which are local properties 
of their average spatial coordinate. 

The simplest possible inhomogeneous geometry is 
that of a single plane surface of matter localized by 
choosing R0 to be the half-space Z > 0 . In this case, 
the local properties of the system are spatially inhomo­
geneous only along the z axis, approaching the properties 
of homogeneous matter as Z —> + QO , and of the 
vacuum as Z —> — <*>. In the following sections we 
obtain solutions for nuclear matter in this geometry, 
using the Puff-Martin approximation. 

III. APPLICATIONS TO NUCLEAR MATTER; 
THE WAVE FUNCTIONS 

In reference 1, the approximate Puff-Martin equa­
tions for G\ and G2 were derived and manipulated 
(without using the condition of spatial homogeneity) 
into Eqs. (1.39), 

and (1.40) 

r° do)f r r dK r /rr+-r2 r i ' + r A l 
S(riri'o>)= / — / drrfti' / exp *K-( ) < r i - r 2 | r K ( w + a / ) | r i ' - r 2 V ( * 2 W ) , 

J-oo 2T J J (27r)3 L V 2 2 / J 

[ « + V2/2w+M]^(rr /co) - f dt" X(tt"a>)G(r"r'a>) = 8(r-r'), 

(10) 

(H) 

which determine a self-energy function 2(a>) and a 
spectral function A (co) which is the discontinuity of 
G(co) across the real co axis, 

1 
A (rr'co) - lim -[G(rr 'co-*€)-G(rr / w+ie)] . (12) 

The function T is equivalent, except for the addition of 
2fx— K2/4m to the energy, to a sum of spin-isospin 
matrix elements of the scattering matrix for two 
particles in a vacuum. I t should be noted that since T 
is independent of many-body effects it will be the same 

for homogeneous and inhomogeneous systems. Accord­
ing to Eqs. (1.8) and (1.9) (in the low-temperature 
limit) the number of particles and energy of the system 
may be expressed as volume integrals of a particle 
density 

r° do) 
p ( r ) = / — 4(rra>), (13) 

J —e 2TT 

and an energy density 

r° dco l r V2 l 
e ( r )= / — lim - 0) +fx \A (rrrco), (14) 

J^2<7rT'-*T2L 2m J 

in.Ro
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(which both must be multiplied by a degeneracy 
factor of 4). 

To obtain solutions for a plane nuclear surface we 
must impose the boundary condition that 2(rr'a>) and 
A(rrfco) approach the corresponding functions for a 
vacuum and for homogeneous matter at zero pressure 
as %(z+z') goes to — <*> and + 0 0 , respectively. How­
ever, as is shown in Sec. IV of reference 1, several 
expressions for the pressure are available which lead to 
different results in the approximation, and therefore to 
different values of the homogeneous A and 2 at zero 
pressure. In computing the homogeneous solution 
which will be used in the boundary conditions for the 
inhomogeneous calculation, it is vital to use the 
particular pressure expression which will insure the 
existence of an inhomogeneous solution, or more 
precisely the existence of a time-independent solution 
such that 

[d/dt+d/dt'lGiirt; r r ) = 0. (15) 

On the one hand, the requirement that the boundary 
condition solution have zero pressure is equivalent to 
requiring that the pressure of the inhomogeneous 
system be the same on both sides of the surface. On 
the other hand, Eq. (15) implies that the local mo­
mentum density 

S(rf)= - i H m r ^ r ( V - V')Gi(r*; r'/+) (16) 

must be independent of time. Thus, the pressure 
relation must be chosen so that the spatial conservation 
of pressure will imply that the local momentum density 
is time-independent, when this density is computed 
from the approximate G\. This requirement is satisfied 
by the local-transport expression for the pressure, which 
was derived in reference 1; therefore, the homogeneous 
A and 2 used as boundary conditions must be taken at 
the local-transport zero point.4 

As in the homogeneous case, the self-consistent 
solution of Eqs. (10) and (11) as well as the computation 
of Eqs. (13) and (14) requires a knowledge of A only 
in the region co<0 for which 2 is continuous across the 
real co axis. This continuity implies that for co<0 the 
spectral function A satisfies 

[_o)+V2/2m+fj,']A(nfo)) 

- [d?'2(n''<a)A(i'V(a) = 0, co<0, (17) 7-
which is obtained by taking the discontinuity of Eq. 
(11) across the real axis. The boundary conditions 
connecting A (rr'co) to the homogeneous A are sufficient 
to establish the correct normalization. 

Since A and 2 are spatially inhomogeneous only 
along the z axis, it is convenient to subject them to a 
partial Fourier transformation in which their spatial 
difference variables along the x and y axes are trans­
formed into momentum space, 

e x p p ^ (#—#') 
(2T) 2 

+iky(y-yf)j2(zzfkra>), (18) 

(and similarly for A), where kr= (kx
2-\-ky

2)112. This is 
related to the full-momentum transform of all three 
difference variables by 

/

dkz /z+z' \ 
— expp*,(s-2; ' )]2[ , k, « J. (19) 

The partial transformation of Eq. (17) gives 

r k2 1 d2 -i 
CO 1 \-JJL \A (zz'krOi) 

L 2m 2m dz2 J 

' dz" 2 {zz"h^)A (z"zfk^) = 0, (20) 
• / -

which implies that A may be expanded as a product of 
one-dimensional wave functions \p which satisfy the 
wave equation 

kr
2 1 d2 

7-

\\l/(zkrCx)) 
2m 2m dz2 

' dz" 2 ( z 3 ' ' M ^ ( s ' ' M = 0. (21) 

Now our boundary conditions on 2 specify that 

2 (zz'krOl) * 0 
z+z' 

as > 

•I 
dk2 z-\-zr 

— exp[ikz (z—s')]2hom (kco) as > + oo 
2x 2 

(22) 

where 2hom(kw) is the momentum-space effective potential for the homogeneous case. These conditions imply 

4 This fact was learned through painful experience. Originally the entire computation described in this paper was carried out for 
the ^ zero point. The final iterative computation did not converge but instead led to a situation in which each result for the 
self-energy reproduced the result of the previous iteration displaced along the z axis (towards the vacuums ide) by about J F. 
Further calculations suggested that a time-independent solution did not exist. Only at this point was the distinction between the 
various zero points realized and the local-transport zero point derived and shown to be appropriate. 

file:///-JJL
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that as z —* + 00 the wave functions will become one-dimensional plane waves with a wave number kz0 which 
satisfies 

u=co0((^2+£*o2)1/2), (23) 
where 

k2 

coo(k) = —+2hom(k,coo(k))-M. (2 4) 
2m 

The conditions also specify the multiplicity of the wave functions for various co, and thereby determine the explicit 
expansion of A to be 

A(zz'krO)) = 0, C O < C 0 0 ( & r ) ; 

= yp(zkrU))\l/*(zfkru), O)o(kr)<0)<kr
2/2m — fi] (25) 

= ^i(s^rw)^i*(s /^rco)+^2^2*, kr
2/2m—^<oi. 

Since fx<0, our restriction to co<0 eliminates the third Thus, the partially transformed Ahom is 
possibility, and restricts kr to be smaller than the 2kop(ko) cos& 0(2—2') 
quantity kf which satisfies co0(&/) = 0. Essentially we Ahom(zzfkro)) = 
are dealing with wave functions which are nondegener- kZQdo)o(ko)/dk 
ate and semibound. rkz0 kzo d ~|_1 

As z —» + °° the wave functions will approach a limit — I : -2homL&o,wo(&o)j 
of the form l l m 2k°dk J 

Xcos^o(z -z ' ) , (30) 

yp(zkru)-> csm[^oZ+ij(£*o)], (26) w h e r e k (kj+kf)1*. This establishes the normal-
ization constant as 

s o t h a t r&2o kz0 d Ym 

\c\2 C=\ 1 2hom(&0,«o(&o)) , (31) 

Aizz'kv) T> —{cos [ f t . 0 (* -* ' ) ] Um 4kodk J 

where the phase has been chosen to yield real wave 
-cos[fe,0(z+z /)+2i7(*JBo)]}. (27) functions. 

Now even for numerical calculation the wave equa-
The normalization constant c may be determined by tion (21) will be reasonably tractable only if the self-
comparing the first term of Eq. (27) with the homo- energy has a simple momentum dependence. Therefore, 
geneous A, since the second term will become rapidly i n °ur calculation we have used a generalized effective-
oscillating for large s a n d z' and will vanish in any m a s s approximation in which the full-momentum 
integration over kz0. The homogeneous A is given in transform of S in its difference variables is restricted to 
momentum space by Eqs. (1.44) and (1.45) as b e i n S e / e n a n d quadratic. However, S cannot be 

assumed a priori to be independent of the angle between 
^4hom(kco) = 27rp(k)6[w—co0(k)], (28) its momentum argument and the z axis, so that the 

approximation where 
S(Zkco) = S0(Zco)+Si(Za;)^r

2+Sn(Zo;)^,2 (32) 

p(k)= 1 2homrkcoo(k)~) . (29) must be used. Substitution of this form into Eqs. (19) 
L do) J and (21) gives a generalized Schrodinger equation, 

dr/ 1 \d i r kr
2 Id* -i 

— (S„(2co)H -^ (2^0) ) = - < ° + M+2oM+2 x (2co)£ r
2 - 2 . . W hp(zkru), (33) 

dzL\ 2mJdz J I 2m 4 dz2 J 

which may be reduced by the substitution 

r 1 T112 

xf/(zkrco)= Sn(2a>)H <j>(zkra>) (34) 
L 2mJ 

to 
d2 {-o)+k2/2m-iJL+i:o(zo))+^i(zo))kr2 Id/ as„(sw)/as \ l 

—<j>{zk^)=\ + - — ) U(zk,a). (35) 
dz2 [ 2„(sco)+l/2m 4dAs , i (2co )+ l /2w/ J 

To be consistent, we must also use the effective-mass approximation in calculating the homogeneous functions 
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used as boundary conditions. Thus, Shom is approximated by a function of the form 

2hom(kw) = 2 0 hom(^) + S2 hom(w)k2, (36) 

where there is no longer any dependence on the direction of k. The substitution of this approximate form into 
Eq. (31) reduces the normalization constant to 

K: C=\ 1 S2 hom|>o(&o)] 
4m 2 J 

(37) 

IV. THE SELF-ENERGY 

We must now express the self-energy in terms of the wave-function expansion of A. By transforming Eq. (10) 
into an equation for the full-momentum transform of S in terms of the partial transform of A, and using the 
wave-function expansion (25), we obtain 

/

r. dk2 r° doof f r 1 

dR2 — /^rexpE-i^kx-^.r^Rx-Rs+Jrlr^+k^co+coOIRi-Rs-ir) 

X / dz2 exp[—ikz2z2}l'(Z2+iz2, kr2, u')$*{Z2-\z2, kr2, co'). (3$) 

To use the effective-mass approximation we must approximate this function by the quadratic form (32). To 
minimize the error of this approximation we use a least-squares technique, choosing the functions So, Si, and S n 

to minimize a weighted integral of the difference between the approximate and exact S's, 

£& « - / . dk W(k)[X0(Zw)+-E,(Zw)h2+^ll (Za>)£,2-2(Zkw)]2 (39) 

Since the exact S will not exhibit a quadratic behavior for large k, the weight function W must go to zero rapidly 
as k —> oo. A reasonable and simple choice is 

TF(k) = exp[-k2//32], (40) 

al to 

(41) 

where the constant (3 will be left arbitrary. By setting the derivatives of £ with respect to So, Sj., and Sn equal to 
zero, we obtain 

where M is the matrix 
0 _L L_ 

o ' f - /r 2 - /r2 

± - / 3 ~ 2 (3~4 0 

and 

Ujiz&y-
jSV 2 J 

dk er»'^2(Zjsa)XA 

- / 3 - 2 

fl , 3 = 0 1 

- / 3 - 2 

0 
(42) 

: / 
X dk1g-^t""x\ 

/» .7 = 11 -

2/3~4 

dkX2dky2 r° dca' 1 
•- / dRrfz, / / 
J J kf2<kf 2TT 0 V 3 / 2 

f dkz2 r 
X / <r**«i*i / dt exp[ - | i (k i -k 2 ) - r ] 

X ( R i - R 2 + i r | rkl+k2(co+coO | Rx-R 2 - | r )^(Z 2 +is 2 ? £r2, «')**(£*-4*2, kr2, «'), (43) 

and where we have inserted integration limits which exclude the region where A = 0. 
Unfortunately, the use of Eq. (43) to compute the self-energy from a table of wave functions would require a 

prohibitive amount of time even on a high-speed computer. To overcome this difficulty we use the artifice of 
approximating the scattering matrix T by a sum of terms with exponential energy dependence. This leads to a 
simplification of Eq. (43) which reduces the computation time by an order of magnitude. For the simple inter-
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particle potential used in reference 1, the T matrix may be written as a sum of terms in which the spatial and 
energy dependencies are separated, 

where 

and 

AMTT 

(44) 

<rlr|r')=-X^ 
rr 

e-are-ar^ ( ^ 

e-ar5(r'-rc)+e-ar'8(r-rc), (yc) 

ld(r—rc)&(r'—rc), (cc) 

7T2A 

0(co) -ft'-— 7L a ( a + 7 ) 2 J 

4TT2X I " 1 

( a 2 _ 2)2L J 

[ l - £ f - 2 ^ ] , 
7 

2TT2X 

a 2 —7 2 

fi ^x 1 
I 0(0+7)* J' 

(yy) 

(yc) 

(cc). 

Here, 7 = (—mco)1/2 and the combination 0CC= (0Ccs+Scct) is introduced since r c c s=r c c«. 
In this expression we approximate the 0 functions by 

0/t(co)==]C.L=i7 CkL exp[«Lco]. (45) 

Table I gives the coefficients of this approximation, which were obtained by choosing the az, arbitrarily and 
determining the CkL by least-squares matching over the region —500 MeV<co<—30 MeV. For the yy and yc 
functions the approximation has a maximum relative error in this region of less than 0.08%. Since dcc has a zero 
in this region its relative error is infinite, but its maximum absolute error is less than 1.0% of its value at —500 
MeV and less than 0 . 1 % of its value at - 3 0 MeV. 

By substituting Eqs. (44) and (45) into Eqs. (41) to (43), the three components of the self-energy may be 
expressed as 

7 /•*/ kr2dkr2 f 
2*(Zico)= Y, e x p [ a L ( c o + / i ) ] / — 7 — / dZ2dz2 KLi(Z2z2kr2) 

L=l 2ir 

r° da>' 
X / — exp[aL(co'+M)]iKZi+Z2-Bs2, ^2 , ^'W(ZY\-Z2-\Z2, kr2, co'), (46) 

J a>o(fcr2) ^ 

where the kernel K is given by 

3 
KLi(Zz2kr2) = fdXdY [dkie-we2X 

4m/3V12 J J 

(S/2-kri*/p-k9l*/p, i=o 

-i/p2+kri
2/p\ * = i 

l-W+2kMl*/p, HI . 
r dkz2 r r aL i 
/ er«*i« / dt e-^-k*'r E CkL exp (kd-k 2) 2 ( R + | r | Tk\ R-£r>. (47) 

J 2TT J k L 4m J 
X / e-ikz2Z2 j fa g-ii(ki-k2)-r ' 

TABLE I. Parameters of exponential approximation for the scattering matrix.* 

L 

1 
2 
3 
4 
5 
6 
7 

OLL (MeV"1) 

0 
1/320 
1/160 
1/80 
1/40 
1/20 
1/10 

Cj /ys (-T ) 

-45.911 
-22.324 

5.2630 
-19.0556 
-12.6734 
-25.249 
-32.711 

Cyyt ( F - 3 ) 

-139.633 
-136.417 

18.7878 
-114.409 
-126.036 
-215.04 
-550.95 

CyC3 ( F - 2 ) 

6.7168 
11.3835 

-4.1329 
8.1311 
3.6526 
9.1383 

10.4509 

CyGt (F-2) 

16.8971 
38.067 

-7.6052 
29.783 
28.581 
52.000 

128.249 

Ccc (F-i) 

6.6573 
-24.531 

13.1313 
-16.0706 
-4.4934 

-18.2438 
-30.512 

a See E q s . (44) a n d (45). 
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As we have noted, the effective-mass approximation must be applied not only to the inhomogeneous-case 
equations but also to the homogeneous-case equations which are solved to obtain the spatial boundary conditions. 
The homogeneous-case equations derived in reference 1 may be written as 

(ki,co)= / dk 2 p(k 2 ) / -
J \k2\<kf \ 

k i ~ k 2 ki—k< 
— | Tkl+k2 (co+co0(k2)) | 

where 
' | k 2 | < fc / 

r d 

p ( k 2 ) = 1 Shom| 
L da> 

> 

[k2,co0(k2)] , 

(48) 

(49) 

and o>o is given by Eq. (24). To impose the effective-mass approximation we must replace 2hom(ko) by the approxi­
mate function given by Eq. (36), which must be obtained by least-squares fitting to Shom(kw). The least-squares 
procedure gives 

I f r 5 k. ! / 1 2 k A -i 
Shorn ( t o ) = — / dkr r « H + ( - - + )k» Shorn (k i«) . (50) 

" " " • J L2 /32 \ /32 38*/ J ^3/2^3 

The approximate homogeneous-case equations may then be written succinctly in terms of an effective potential 
which is a function of momentum only, 

Vhom(k) = Shom (k,o)0(k)), 
as 

f { ki2+k2
2 \ 

Fhom(k1)= / dk2 K[k1; k2, Fh o m(k1)- r- Fhom(k2)+ 2M p(k2), 
^lksi<*/ \ 2m J 

and 

p(kO= 1 - / 3ki —K[ ki, k2, F h o m (k 1 )+ Fhom(k2)+ 2M W k 2 ) , 
I J \ki\<kf du \ 2m J J 

where 
jS ki2 / 1 2 k A - i / k i - k j . > i - k 2 1 /• r-5 ki2 / 1 2 k A - i / k i - k , k x - k 2 \ 

K(kM = • / dkie-*M + ( - - + — ) k 2 < |2\1+k2(o>) >. 
i"*PJ L2 &* \ )32 3/34/ J \ 2 2 / 

(51) 

(52) 

(53) 

(54) 

I 1 

p{b)^~~ • • 

-

— 

— 

^ o n ^ ^ ^ ^ ^ ^ ^ 

^ w ^ 

I 1 

1 1 

^ k ) ? ^ 

V h o m ^ ^ 

s^Z$^-

• 1 1 

H0.88 

0.82 ?Q. 

10.80 ^ 

Note that it is the approximate 2 (kco) rather than F(k) 
which is quadratic in k. 

These homogeneous-case effective-mass equations 
were solved for the local-transport zero point in the 
manner described in reference 1. The weighting pa­
rameter /3 (which we had left arbitrary) was adjusted 
to give the same value of kf—1.6865 F - 1 in the effective-
mass calculation as was obtained in the exact calcu­
lation; this led to a value of 0=0.8931 F - 1 . The results 

H0.78 

H0.76 

k/k, 
0.8 

FIG. 2. Effective potential Fhom(&) and momentum distribution 
p(k) as functions of k/kf for the homogeneous-case Puff-Martin 
approximation using an effective-mass approximation. The 
corresponding function Fhom(^) and p{k) without the effective-
mass approximation are also shown. Both the effective-mass and 
exact solutions are evaluated at the local-transport zero point, 
and both solutions give a cutoff momentum of kf —1.6865 F - 1 . 

130 

140 

150 

160 

I 1 1 i 1 

^ ^ ^ - ^ ^ ^ ^ ^ ~ 22homCw) 

^ ^V,><^~—20hom(w) 

! 1 1 1 ! 1 
-60 

GJ.MeV 

FIG. 3. The coefficients of the effective-mass approximation 
[Eq. (36)] for the self-energy in the homogeneous case. The con­
stant term S0 hom(w) and the quadratic term S2 hom(w) are given 
as functions of co. 
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for Fhom(k) and p(k) are shown in Fig. 2, along with 
the corresponding exact solutions, and the results for 
2o hom(w) and S2 hom(^) are shown in Fig. 3. Table I I 
gives a comparison of various nuclear parameters 
obtained from the effective-mass and exact solutions. 

V. RESULTS 

The numerical solution of the equations we have 
derived for a plane nuclear surface was obtained using 
an electronic computer. An iterative method was 
employed in which an initial guess for the self-energy 
was used to compute wave functions which were in 
turn used to compute a better self-energy. 

A preliminary computation was made to obtain a 
large table of the integration kernel (47), or more 
precisely a table of coefficients for performing the 
integrations in Eq. (46) numerically. Then the iterative 
computation was performed by alternately solving the 
wave equation (33) (using a modified Noumerov 
method) with the normalization specified by Eq. (37), 
and then integrating the wave functions according to 
Eq. (46) to obtain a new self-energy. After ten iter­
ations, the results of each iteration were identical to 
the previous results, except for a slight displacement 
along the z axis towards the vacuum side. This dis­
placement was about 1/75 F, which is small enough to 

- 4 0 

-80 I VACUUM 

-140 

-160 

-180 

1 1 r 

--I65 
—135 
—105 
- -75 

—45 
- -15 " 

MeV 

J I L 
4 5 

FIG. 4. The momentum-independent term 20(Z<o) of the effec­
tive-mass approximation (Eq. 32) for the self-energy across a 
plane surface. The quantity is given as a function of Z for selected 
values of w+/*, where fx— —24.766 MeV. 

TABLE II. Parameters of homogeneous nuclear matter at the 
local-transport (L-T) zero point, using the exact and effective-
mass Puff-Martin approximation. 

Cutoff momentum k/ 
Chemical potential n 
Density pa 

Interparticle spacing r0 
Energy density ea 

Energy per particle e/p 
fj, pressure PM

a 

L-T pressure PL-T* 

Exact 

1.6865 
-24.028 

0.06991 
0.949 

-1.1903 
-17.026 
-0.4895 

0.0 

Eff. mass 

1.6865 
-24.766 

0.06982 
0.949 

-1.2323 
-17.649 
-0.4969 

0.0 

F"1 

MeV 
F - 3 

F 
MeV-F"3 

MeV 
MeV-F"3 

MeV-F"3 

a These quantities must be multiplied by a degeneracy factor of 4. 

be attributed to numerical errors in the spatial bound­
ary conditions. 

The resulting self-energy, after the tenth iteration, 
is shown in Figs. 4 and 5. Figure 6 gives the corre­
sponding results for the particle and energy densities, 

30 

U+fl 
--15 

- - 4 5 
- - 7 5 
- - I 0 5 
- -135 
- - I 65 

MeV 

10 

FIG. 5. The quadratic terms Si(Zco) and 2n (Zw) of the effective-
mass approximation (Eq. 32) for the self-energy across a plane 
surface. These terms are given as functions of Z for selected 
values of co~hu, where /x=— 24.766 MeV. For clarity only the 
curves for co-f-ju= —15 and —165 MeV are continued into the 
vacuum region. The two terms Si and Sn, which are coefficients 
of the momentum components perpendicular and parallel to the 
Z axis, are equal to within the limited accuracy of the graph, 
except in the shoulder regions where a small difference is indicated 
by splitting the curves. 
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FIG. 6. The particle density p(Z) and the energy density e(Z) 
across a plane surface, as functions of Z. Both p(Z) and e(Z) 
must be multiplied by a degeneracy factor of 4. 

as calculated from Eqs. (13) and (14) with the substi­
tution of the partial Fourier transform and wave-
function expansion of A. Qualitatively, the most 
significant features of these results are the small 
difference between Sj. and 2Jn, which indicates that the 
self-energy is nearly isotropic, and the general smooth­
ness of the curves, particularly in the region just inside 
the surface.5 The most important quantitative result 
is the surface thickness, i.e., the distance in which the 
particle density rises from 10 to 90% of its asymptotic 
value in the interior, which is 2.33 F. This may be 
compared with a value of 2.5±0.2 F obtained from 
high-energy electron scattering data.6 

The results for the particle and energy densities may 

5 This is in contrast to analogous results from a Hartree-Fock 
calculation which was performed by the author as a preliminary 
study for the present work. In this calculation, which used a 
Gaussian interparticle potential fitted to low-energy scattering 
data with an admixture of space exchange just sufficient to give 
saturation, the particle density and self-energy showed a marked 
oscillatory behavior just inside the surface with an overhang 
(ratio of maximum value to asymptotic value in the interior) of 
about 1.10 for the self-energy and 1.07 for the density. These 
oscillations were apparently a standing-wave phenomenon 
produced by the sharpness of the surface and enhanced by the 
extreme exchange nature of the interaction, which reduced the 
tendency of the integration over the wave functions to smooth 
out the self-energy. The surface thickness was 2.01 F and the 
self-energy was again nearly isotropic. 

6 B . Hahn, D. G. Ravenhall, and R. Hofstadter, Phys. Rev. 
101, 1131 (1956). 

also be used to compute the surface energy term in the 
Weizsacker semiempirical mass formula. Consider a 
large spherical nucleus; its particle and energy densities, 
as functions of radial distance, should possess the same 
shape and height as our calculated p(z) and e(z). Thus, 
the total number of particles and energy of the nucleus 
should be 

and 

N=4w r2dr4p(r0-r), 
Jo 

E=4TT r2dr4e(r0-r), 
Jo 

(55) 

(56) 

where the degeneracy factor of 4 has been inserted, 
and r0 is a parameter determining the nuclear size. Then 

e(*>) /•* 
E= N+16TT r2drs(r0-r), (57) 

p(°°) Jo 
where 

s(z) = e(z) —p(z) 
P(°°) 

(58) 

is a function which is nonzero only in a region near the 
surface. Thus, for a sufficiently large nucleus the 
integration in Eq. (57) may be extended to negative r, 
and E may be rewritten as 

€(oo) /•«> 
E= N+16TT / (r0-z)2dz s(z) 

e ( « ) . 

p(°°) 

On the other hand, 

N+167rro2 dz s(z)+O(r0). 

so that 

and, thus, 

16TT 

N= p(^W+O(r0
2l 

3 

[3tf/16irp(ao)]*/8 = fo2+0(ro) 

(59) 

(60) 

(61) 

]
2/3 /.oo e(oo) r 3N l2 '3 r 

E=—N+16T\- — I / dz s(z)+O(r0). (62) 
p(oo) Ll67rp(oo) 

A comparison with the Weizsacker expansion E=uvN 
+usN

vz determines the surface energy us to be 

us~ 16m 
.167rp(°o)J 

00 ( -

dz 
C ( o o ) 

e(z) —yp(z) 
>(«) 

. (63) 

A computation of the surface energy from the results 
in Fig. 6 gives us= 18.79 MeV. This may be compared 
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with a value of 17.804 MeV obtained by Green by 
fitting nuclear masses.7 Thus, our calculation leads to 
a surface thickness and surface energy which are both 
in reasonable agreement with experimental data. 

7 A. E. S. Green, Phys. Rev. 95, 1006 (1954). 
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Angular Correlations of Cascade Gamma Rays in the Decay of Lu172 
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Angular correlation experiments have been performed on the 1095-78.7, 901-1095, 901-78.7, and 1586-
78.7 keV 7-ray cascades in Lu172. The results of the directional correlation and polarization correlation 
measurements on the 1095-78.7 keV gamma rays establish the spin and parity of the 1174-keV excited 
state as 3 + . The other measurements are consistentjvith previous assignments for the spins and parities 
of the 1664- and 2075-keV excited states. 

T 
INTRODUCTION 

H E decay of Lu172 has been studied by Wilson and 
Pool1 using 7-7 coincidence techniques to deter­

mine the order and energies of the electromagnetic 
transitions. The spin and parity assignments of the 
various energy levels were based on the apparent pres­
ence of rotational band spectra and on the consistency 
of the transitions between different bands with the 
appropriate selection rules. The decay scheme was 
further expanded by Harmatz et al? using conversion 
electron measurements with a magnetic spectrometer. 
A decay scheme showing some of the essential features 
determined by these two studies is presented in Fig. 1. 

Since the 1174-keV level appears to be the ground 
state of a rotational band with i £ = 3 , a spin of 3 was 
assigned to this level. The branching ratios and inten­
sities were the basis for a positive parity assignment. In 
addition the 1664-keV and the 2075-keV level were 
assigned spins of 3 and 4, respectively. 

In this work, angular correlation experiments have 
been performed in order to provide a definite assignment 
for the spin and parity of the 1174-keV level and to 
indicate probable assignments for the 1664- and 2075-
keV levels. 

EXPERIMENTAL PROCEDURE 

Lu172 was produced by a 2-h irradiation of an en­
riched sample of Yb203 with 12-MeV protons in the Oak 
Ridge National Laboratory 86-in. cyclotron. Lu172 has 

* National Science Foundation College Teacher Research 
Participant. Present address: Department of Physics, University 
of Massachusetts, Amherst, Massachusetts. 

f Present address: Physics Division, Argonne National Labora­
tory, Argonne, Illinois. 

1 R. G. Wilson and M. L. Pool, Phys. Rev. 118, 1067 (1960). 
2 B. Harmatz, T. H. Handley, and J. W. Mihelich, Phys. Rev. 

123, 1758 (1961). 

a half-life of 6.7 days and decays by electron capture to 
levels in Yb172. The only other activity observed to be 
present in the source was a small amount of Lu171 whose 
7 rays do not interfere with the measurements carried 
out in this study. I t was found that the Lu activity was 
readily dissolved in HC1 while the Yb 2 0 3 was relatively 
insoluble. Therefore, no additional chemical separation 
was performed. 

The mean lifetime of the 78.7-keV level has been 
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FIG. 1. Decay scheme of Lu172. 


