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The general expressions for the high-temperature contributions to the anharmonic free energy at constant 
volume are simplified for the case of two-body forces for lattices with one or two atoms per unit cell. The 
quadratic, cubic, and quartic potential-energy coefficients are derived for any lattice for the case of two-body 
central forces. Accurate calculations of the free-energy contributions, for face-centered cubic and hexagonal 
close-packed lattices, are described. The calculations are based on two-body central-force interactions, with 
various ranges of the forces, represented by a Lennard-Jones form. The nearest-neighbor distance was fixed 
at the value which minimizes the static lattice potential energy. The results for the two lattice types are 
quite similar, and show a negative anharmonic contribution to the high-temperature specific heat at con­
stant volume. A very simple method of approximating the complicated free-energy expressions is formulated 
in general and evaluated for the same cases for which accurate calculations are presented. This approximation 
is based on the replacement of each dynamical matrix of the harmonic lattice dynamics problem by a constant 
multiple of the unit matrix. Previously published approximations are also compared to the present results, 
and it is concluded that the approximation developed here is the best one currently available in terms of 
accuracy and simplicity. 

I. INTRODUCTION 

THIS paper is concerned with the anharmonic 
contributions to the free energy of crystals, at 

temperatures above the Debye temperature. The work 
is based on the standard treatment of the lattice 
dynamics problem,1,2 in which the potential energy of 
the system of vibrating ions is expanded in a Taylor 
series in the displacements of the ions from their 
equilibrium positions. The Hamiltonian for the system, 
to fourth order in the displacements, can be written as 

3C=3eo+3C3+3C4, ( l . i ) 

where 

3Co 2-<n,P Ml j\U>np) "T" 2 2~* -^ np,nf p'^np^n (1.2) 
nnr ,pp' 

3C3— (1/3!) 2-f -t>np,n'p' ,n"p" 
nn'n" ,pp'p" 

/\iinpUn'p>1ln"p" , (J-*^/ 

tP^i^^ \J-/^ -J 2s ^np,n'p',n"p",nf"p'" 
n'"n'" ,p'"p"' 

/\1A'(ip
/M>n'p'Un"p"lAn'"p"' • K}-*^-) 

The notation used here, and below, is as follows. The 
symbol n labels a unit cell in the crystal, j labels an 
ion in the unit cell, i labels a Cartesian coordinate, Mj 
is the mass of an ion of type j , uny is the displacement 
of ion (n,j) from its equilibrium position, and iiwy is 
the time derivative of uny. There are N unit cells in the 
crystal, / ions per unit cell, and the total mass of the 
ions in one unit cell is Mc. The primitive lattice vectors, 
which give the location of some reference point in each 
unit cell, are denoted by rw, the basis vectors are ry, 
and the equilibrium position of ion (n,j) is rwy=rn+ry. 
I t is convenient to use the contractions v, standing for 

* Work performed under the auspices of the U. S. Atomic 
Energy Commission. 
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the pair (n,j), and p, standing for the pair (j,i). Thus 

^nji,nfjfi,==-^-np,n,pf==-^-vi,vfirj e I C . ^ l . O J 

The usual harmonic approximation is represented 
by 3Co. The normal coordinates of 3Co are enumerated 
by the wave vectors k and the polarization index s, 
there being N values of k distributed uniformly over 
the first Brillouin zone, and 3J values of s associated 
with each k. The circular frequencies of the normal 
modes, coks, are obtained by diagonalization of the 
dynamical matrices (ak matrices) 

where 
Dp ' akipp>vKp>s=Mj(o)ks)

2vktP (1.6) 

&k,ppf—: L^n' A np,n'p' e x p j _ IK* [tnj ^n'j') J > ( ! • ' ) 

and where vktPS are components of the eigenvectors of 
ak. The following properties of the ak matrices, and 
their eigenvectors, will be found useful: 

a k t = a k ; (1.8) 

a k *=a_ k , hence vk*=v_k can be taken; (1.9) 

L P MjVi^psV^^s'^Mcdss' (orthogonality); (1.10) 

Mj S s vkiPSv-ktp>s-=Mc$pp' (completeness); (1.11) 

Zs^k(PS(a>ks)-2^_k(P's==ikrc[ak-1]Pp/ = ikfcXkipp^ (1.12) 

The last equation defines ^,k as the matrix inverse to ak. 
I t should be pointed out that there are two repre­

sentations of the diagonal form of Xo which are com­
monly used; these are based on normal mode trans­
formations which carry factors like exp(ik-rn), or 
exp(ik-r«y), respectively. They are related by a unitary 
transformation. The second representation has been 
used here because it gives rise to much greater symmetry 
in k space of the ak matrices, when there is more than 
one atom per unit cell. This in turn allows a greater 
simplification of computational problems such as those 
undertaken in the present work. 
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The Helmholtz free energy for the system (1.1) can 
be calculated by treating 3C3 and 3C4 as perturbations. 
3C3 does not contribute in first order, and so the second-
order contribution of 3C3 and the first-order contri­
bution of 3C4 are both considered. The high-temperature 
limit of these contributions was derived classically by 
Born and Brody3 in 1921, while the quantum-
mechanical form, valid for all temperatures, was given 
by Ludwig4 in 1958. The present calculations are 
confined to the high-temperature limit. An alternate 
derivation of the high-temperature forms, in terms of 
the matrices Ik, has been given previously5; with 
certain modifications, the results are 

FZ=-[(KT)2/\2N~] 

xEkk 'k" E»'-»»*.p...p* 5 ( k + k ' + k " ) 

Xexppk ' - (rn'/'—rn'"yiT)] exppk"- (r „",•"—ivvO] 

x[_^k,pp"/Xk',p'pivXk ^+(fi/KTY(l/2A0MjMjf) 

X5pp»/5pVvXk",p"pH ]> (1-13) 
F4=[(KT)2/SN1 

/ N ^ ^ k k ' 2—<w , n"n / " , p " • p"'^ np,n'p' ,n"p" ,n"''p"'' 

Xexppk- (rnj—rn>j>)l exppk'- (rn";"—r»"/,•"/)] 
X { X k , p p ^ , p " p ^ ' + ( V ^ ^ ) 2 ( V 6 M y ) 5 p p ^ , p ^ ^ 

- (5/MjMj„)8pp,5P"P>„-]+ • • •} . (1.14) 

These expressions for F 3 and FA differ from those 
obtained in Ref. 5 in two respects. (1) Certain terms 
in F 3 involving k " = 0 have been omitted, since their 
contribution is of order N"1 compared to the other 
terms. In fact, all remaining terms involving any zero 
wave vector can be dropped for the same reason, so that 
those cases for which ^k does not exist need not be con­
sidered. (2) The above expressions retain terms to order 
T~~2 in the general high-temperature expansion of Fz 
and FA. These terms have been given by other workers 
in slightly different form.4-6 

Several approximate calculations of F 3 and FA have 
been carried out,4-7 but to date no accurate calculations 
have been made for any force model for a three-
dimensional crystal. The present paper reports the 
results of accurate calculations for face-centered cubic 
(fee) and hexagonal close-packed (hep) lattices, for 
the case of two-body central forces represented by a 
Lennard-Jones form. All of the lengthy numerical work 
was carried out with the aid of a CDC-1604 digital 
computer. Even with a high-speed computer, the 
evaluation of (1.13) and (1.14) is quite impossible 
without first simplifying the formulas a great deal. 
Indeed, the straightforward calculation of the T2 term 

3 M. Born and E. Brody, Z. Physik 6, 132 (1921). 
4 W. Ludwig, J. Phys. Chem. Solids 4, 283 (1958). 
5 J. M. Keller and D. C. Wallace, Phys. Rev. 126, 1275 (1962). 
6 A. A. Maradudin, P. A. Flinn, and R. A. Coldwell-Horsfall, 

Ann. Phys. (N. Y.) 15, 337, 360 (1961). 
7 G. Leibfried and W. Ludwig, in Solid State Physics, edited by 

F. Seitz and D. Turnbull (Academic Press Inc., New York, 1961), 
Vol. 12, p. 275. 

in (1.13), for nearest neighbors only for the fee lattice 
for any one of the potential models listed in Sec. I l l 
below, would require at least 1010 years on our computer. 
By algebraic simplification, this particular calculation 
was reduced to 14 min of computer time. 

One great simplification is obtained by separating 
the multiple sums over wave vectors in (1.13) and 
(1.14), and writing them as products of single sums. 
This can be accomplished at once in (1.14), and also 
in (1.13) when the d function is replaced according to 

5 ( k + k ' + k , / ) = i V - 1 E n e x p C i ( k + k , + k , 0 - r J . (1.15) 

This definition of 5(k) has been used throughout. 
Further simplifications of the general formulas, for 
special cases, are described below. The philosophy of 
the present work has been to obtain accurate results, 
with known error limits, for a simple model, rather 
than to apply the calculations to a particular material. 
In addition, several approximations have been evalu­
ated by comparison with the accurate results. 

In the following, the major consideration has been 
given to the leading terms of (1.13) and (1.14), since 
the remaining terms are much simpler to handle. These 
leading terms, which are proportional to T2, are denoted 
by FZT and FAT, respectively. The leading anharmonic 
contribution to the specific heat at constant volume is 
then given by 

CVT= - (2/T) (FW+FAT) . (1.16) 

II. TWO-BODY FORCES 

The harmonic Hamiltonian, 3Co, is already restricted 
to two-body forces, since the A coefficients couple no 
more than two different ions. Equations (1.13) and 
(1.14) can be simplified a great deal when only two-body 
forces are considered. This is mainly because, for this 
case, all B and C coefficients which couple more than 
two different ions vanish, while those nonvanishing B 
and C coefficients have a high degree of symmetry. 
The sums over lattice points can therefore be con­
siderably reduced. 

The symmetry properties of the potential energy 
coefficients have been discussed previously by other 
workers.8 Those relations of interest are summarized 
here, with particular reference to two-body forces. 

A / , = A , , 

J^np,np,nf p,== -Dnp,n'pf ,np=z J^n'pf ,np,np j \^- -*•/ 

(snp,np,np,nf p / = = v^ np,np,n' p' ,np~ e t C . ] 

/ (v' -^-w' / *v' &VVV1 / 'V* ^VVVv' ^ J V ^ " " / 

A ,— A , 
jrx v v ' jr± v> v , 

•*-) VVVf •*-) VVf V •*-} Vf VV JDyy'y' XJ y' yy/ 

= —By>y'y, VT^V' , (2.3) 

\-s yyyvf *--' VVV1V C L L / » — " V> vwf V1 "~~ ^- / V V' V V ' ~ — C Lv^ . 

•~ \^ yy'p'yf—~ \*s y'yy'yf—- QLC. j VT^~V . 

8 See, for example, Refs. 2 and 7. 
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In (2,2) and (2,3), the Cartesian indices have been 
suppressed for abbreviation; each equality holds for 
any set of these indices. The coefficients A „„, Bpvv, and 
Cwvv are defined, in terms of the other coefficients, by 
(2.2). Since the origin of coordinates can be taken at 
any lattice site in the unit cell, any of the subscripts v 
can be reduced to zero by a uniform translation. Thus 
Avy — A§y-V, and similarly for B and C coefficients. 
These relations, combined with (2.3), specify the 
inversion symmetries 

AQtVz=Ao,—v ? 

^ o . o , " " —^o.o,—J>,CO)O,O,V::=:C ,O,O,O,-

(2.4) 

Thus, when there is only one atom per unit cell, Bvvv— 0. 
I t should be recognized that, when there is more than 
one atom per unit cell, if r„ is a lattice site, r_„= — r„ 
is not necessarily also a lattice site. In the reduction 
of (1.13) and (1.14) below, the final expressions have 
been cast into forms which contain only lattice site 
vectors. 

In addition to the above symmetry relations, the 
combination of (2.1) and (2.3) shows that any potential 
energy coefficient remains unchanged if its Cartesian 
indices are interchanged in any way. This is a result 
of the restriction to two-body forces. Thus there are 
only 6 independent Avv> coefficients for fixed (*>,/), 
specified by different sets of Cartesian indices, 10 
independent Bvvy> for fixed (*>,/), and 15 independent 
Cwvv' for fixed (z>,/). 

Note added in proof. There is a restriction on the first 
equality in (2.3), namely AVV> — AV'V, This relation holds 
for any lattice when central forces are considered, and 
also for any force model when the lattice has a center 
of inversion symmetry (the center need not be a lattice 
point). 

One Atom per Unit Cell 

For the case of one atom per unit cell, the lattice 
has inversion symmetry, and the index v becomes 
simply n, while p becomes i. With the aid of (2.2)-(2.4), 
and noting that for every rn there is a — rn, it is possible 
to write 

ak)ii' = Y,/nAoiini^cos(1k'in)—l']J (2.5) 

where the prime on ]T'n means to omit the term n—0 
( r n =0) . In addition, Aoitni> — AGi'fni, so that ak is a 
real, symmetric matrix, and ak=a_k. ^k is also real 
and symmetric, and equal to X_k. This allows certain 
sums over the first Brillouin zone to be simplified: 

£ k exp(ik-r„)Xk=Zk cos(k-rn)Dck. (2.6) 

With the aid of (1.15), (2.1)-(2.4), and (2.6), the 
equations for F3y and FAT can be simplified to the forms 

FsT^DSfiKTT/lil 

X2LT» JL* n' 2-/ »" jL«i""iv B()it0i' ,n'i" 
/\A>Qi"' ,(H"1V,n"x1^n,ii"'tl nn'n" , t ' /i l v^ nn'n" ,i"'iv j \^-' ) 

F 4 r = [N(KT)»/4r\ Z ' n £,•...,<<< Coi.Oi'.ni-.ni'" 

s\J n,ii'J n%i"i'" j Kr**®) 

where 

Gn.w^N-1 L k cos(k.r„)Xk|»v, (2.9) 

Jn,ii' — trQ,ii' Crn,ii' , (2.10) 

£*• nn'n" ,iif = = ^rifii' ĵTn-f-n',%%' ^n-^n" ,ii' 

I {fn-t-n'+n" ,iif • (2.H) 

G», Jn, and Hnn>n" are real, symmetric matrix 
functions. 

Two Atoms per Unit Cell 

For a lattice with two atoms per unit cell, the ak 
matrices are of order 6. The symmetry properties of 
these matrices are conveniently discussed in terms of 
four submatrices of order 3. Suppressing the index k, 

\Kt yJ 
for each k. 

These four matrices are each defined by (1.7); the 
elements of each submatrix are labeled by Cartesian 
indices. If j and / represent the two lattice sites per 
unit cell, j ^ f, then a consistent choice is 

a ; ; = r i , ay : T2, a#/ = K. 

Now, for simplicity, the remaining derivation will be 
carried out for the case where all two-body interactions 
are represented by a single central-force form. The 
general case is quite analogous. Thus, for central forces, 
Anji,nfji' = A nj'i.n'j'i', and hence a # = ayy. Furthermore, 
since Av ajj and a#' are symmetric ma­
trices. This fact, in conjunction with the Hermiticity 
of a, requires that a# be real and that a#' = ay'/\ Thus 

c > for each k , (2.12) 

where 

Yk,»v = !!C^^oyt\»y*'[cos(k-r„)--l] 

- E n i o i ^ i ' t ' , j^fl (2.13) 

/<M*-' = exp[—ik- (ly—iy)] E n ^o^nyv 
Xexp( ik . r n ) , j^f. (2.14) 

Since Yk is real symmetric and Kk is complex symmetric, 
there are only 18 independent elements for each ak 

matrix. The &k matrices can be similarly defined in 
terms of four submatrices of order 3, and the sym­
metries of these submatrices follow from the sym­
metries of Yk and Kk and the Hermiticity of C\.k: 

(2.15) 

where »jk is Hermitian and ^ is complex symmetric, 
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(2.16) 

The treatment of (1.13) and (1.14) for the case of 
two atoms per unit cell is a great deal more complicated 
than for one atom per unit cell. This is because the 
elements of the a*, the exponential factors, and the 
B or C coefficients are all coupled in a complicated way 
through the indices j , f, < • •. I t was found that the 
greatest reduction, for computational purposes, could 
be obtained by grouping together all terms corre­
sponding to a given set of j indices. This gives rise to 
16 sets of terms in FAT, and 64 sets of terms in FZT> 
After lengthy algebraic simplification, it is then possible 
to recombine the various sets of terms to a large degree. 
This procedure leads to a description in terms of the 
submatrices rjk and £k. More specifically, if the origin 
of coordinates is taken at a j site, then ry=0 and tj> 
is the basis vector. All lattice site vectors r„ are either 
vectors to primitive lattice points, r»y, or vectors to 
basis points, rwy>. The dependence of FZT and FAT upon 
the Ik is then expressible in terms of the matrix func­
tions G„: 

GVtu'=N~-1 X)k exp(ik'Tv)rjk>w, if r„ is a 
primitive lattice point; 

Gv,«' = iVr'~1 £ k exp(tkT„)fk,tv*, if ry is a 
basis point. 

Because of the general relation (1.9), tjk=*?-k* and 
Ck= C-k*; thus the G„ are all real. In addition, G„= G__„ 
if r„ is a primitive lattice point, whereas G„ is symmetric 
if r„ is a basis point. 

With the aid of (2.16), and all the symmetry proper­
ties of the C coefficients and the ^ k matrices, FAT is 
found to consist of two sums of the form 

v ii'ini'" 

s\J v,ii'J v,i"i'"'•) \^'^'J 

Sum 1. Y^'v is °ver primitive lattice points, 

J„= G o — J [ G y + G - J ; 

Sum 2. ]£'„ is over basis points, 

J„=Go Gy. 

FZT is found to consist of six sums of the form 

QtN(KTY/6l £ , E V L V L*. .r5W f W ' . , '< ' ' 

Sum 1. Q— — 1; v, vf, v" are primitive points, 

Sum 2. Q= — 2; v, v' primitive, v" basis, 

Sum 3. Q= — l;v primitive, / , / ' basis, 

H,„'„" same as in sum 2; 

Sum 4. <2= + l ; v basis, / , v" primitive, 

S^ra 5. Q = + 2 ; p, *>" basis, / primitive, 

v9ww <J. Q— + 1; *s v', / ' basis points, 

H„„'„" same as in sum 5. 

Although this formulation of FZT is admittedly cumber­
some, it represents a computational problem which is 
quite feasible. A further computational aid, namely, 
the transformation of all ak matrices to real, symmetric 
forms, is outlined in the Appendix. 

III. RESULTS FOR CENTRAL FORCES 

The restriction to central forces affords very little 
further simplification of the general formulas of Sec. I I 
for FZT and FAT- However, a central-force model does 
give rise to a simple description of the potential energy 
coefficients in terms of the derivatives of the central 
potential functions. Certain of these relations have been 
given previously for special cases4"7; it is possible to 
give a general set of relations. If ypvv* (r2) is the central 
potential between two ions v and / a distance r apart, 
then the total potential of the crystal is 

£ ^ = i E w ' frp'(\tp+Uv—tp' — UP' |2) , (3.1) 

where it is understood that the functional form of ipw 
may depend upon the types of ions which are coupled, 
i.e., upon the indices j , f. Each tyvv> may be expanded 
in a Taylor series about the equilibrium distance 
between the ions v and v'. Let 4>w represent \pvv> 
evaluated at equilibrium, i.e., </>„„' = \[/VV'(\r„— rv | 2 ) , and 
let <f>'vv* represent the first derivative of $VV'(r2), with 
respect to r2, evaluated at equilibrium, and so forth for 
higher derivatives. Then 

\l/vv>(\rv+uv—tv>~ u^\2) = <t>V9f+cr99^y9* 

+§(*»')V»'+—, (3.2) 
where 

<rvv> = 2(tv—tvr)-(xiv—iv)+|u„—u„'|2. (3.3) 

Equation (3.2) is now used in (3.1), with terms up 
to fourth order in displacements being kept. The 
resulting expression for U is then compared with the 
general potential energy expansion of (1.2)-(1.4), with 
like powers of the displacements being equated. The 
results for the A, B, and C coefficients are, for VT^O, 

Aoi>Vi'— —•2\J>fQVbii>-\-2<f>f,QVrvirvi'}, 

+ 2<j),,r^vrv^Vi'rVi"~\, 

CoitQi',w,vi"'= —4\jj>'fov(5ii'5i>'i>>'+5ii'>5i'i>>' 
Jrbii">bi>i")Jr2<l>rffQV(rvjrVi'hi"i"> (3.4) 

~\Ty0rvir 'Oi' %'' '"\TviTvi' "vi' i'' 

l Yvi'Tvi''0%%'"~\~Tyi'Ty%'"QH'> 

~~T'Yvi"Tvi't'vii') 

-]-4<p ^vYvxttvi'Tvi'iYvi'" J . 

file://'"/TviTvi'
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Here bw is the usual Kronecker delta, and the origin 
of coordinates may be taken at any lattice site. All 
other two-body central-force coefficients can be ob­
tained from these expressions, together with the 
symmetry relations of Sec. I I . I t should be pointed out 
that, although there has been no particular restriction 
to a Cartesian coordinate system in the development 
of Sees. I and II , Eqs. (3.4) have been obtained strictly 
for an orthogonal coordinate system. 

There are certain useful relations between different 
coefficients as defined by (3.4). These can be sum­
marized by two rules, which show how each coefficient 
is transformed under a given transformation of r„. 

(a) If two Cartesian coordinates of r„ are inter­
changed, the corresponding Cartesian indices are 
interchanged on all coefficients. 

(b) If the sign of one Cartesian coordinate of r„ is 
changed, then each coefficient is multiplied by — 1 for 
each Cartesian index corresponding to that particular 
coordinate. 

These relations are particularly valuable for a lattice 
with cubic symmetry, since the specified transfor­
mations of xv are elements of the cubic point group. 
These rules can be applied repeatedly. 

For all numerical calculations in the present work, 
the central potentials have been represented by the 
Lennard-Jones form 

f(f*)=(Aa/r°)-(Bfi/re), (3.5) 

where A a , B$, a, and (3 are arbitrary positive constants, 
and a>(3. Calculations have been carried out for 
several sets of a and /3 for fee and hep lattices. The 
equilibrium positions of the ions in the crystal are 
determined by the crystal symmetry and by the 
nearest-neighbor distance e. The nearest-neighbor 
distance has been chosen as that which minimizes U0, 
the crystal potential energy when all the ions are at 
rest and located at symmetry-determined positions. 
This procedure leads to the equations, valid for one or 
two atoms per unit cell, 

Uo(e)=-(NJ)D, (3.6) 

D= (a-(3)AaSa/2t3e"= (a-p)BpSp/2aee, (3.7) 

where 
S « = E , [ > / | r , | ] « . (3.8) 

If zero-point effects are neglected, D represents the 
binding energy per atom for the model under con­
sideration. The lattice potential constants, Sa, have 
been tabulated for fee9 and hep10; they were recalculated 
to greater accuracy in the present work. In addition, 

9 J. E. Jones and A. E. Ingham, Proc. Roy. Soc. (London) 
A107, 636 (1925). 

10 T. H. K. Barron and C. Domb, Proc. Roy. Soc. (London) 
A227, 447 (1955). 

for the Lennard-Jones model, there results 

0'o,= [a /5Z) /6 2 (a - /3) ] [^- 1 (^ ) - ( ^ 2 ) 

0 , V=[a^ /2e 4 ( a - /3 ) ]C(a+2)5 a - 1 ( f , ) - («+ 4 ) 

- ( 0 + 2 ) 5 ^ ) - W ) ] , 

Xl^+2)^+4)Sr1(^)-^+6) (3.9) 
- ( « + 2 ) ( a + 4 ) 5 a - 1 ( r , ) - ^ + 6 > ] , 

4>iro,= L<xPD/Se*(a-p)] 

Xl(a+2)(a+4:)(a+6)Sa-1(r,)-{a+s) 

- ( ^ + 2 ) ( / 5 + 4 ) 0 + 6 ) 5 r 1 ( ^ ) - ( W ) ] . 

Here fv is the dimensionless "distance" C|i \ , | /e] . 
Finally, all calculations were carried out in terms of 

dimensionless quantities, which are indicated by a 
superscript bar. For example, 

4>0v= {\/D)<j>to, <?'<>„= (e2/D)<j>'0p, e t c . ; 

Avy= {<?/D)Avv>, JB„,,= (e*/D)Bvvv,, 

C„„>=(f*/D)C„„>; (3.10) 

F*T=ID/(KT)*1(F*T/JN), 

F4T=£D/(KTyi(F4T/JN). 

FZT and Fw are the dimensionless anharmonic free-
energy contributions per atom of the crystal. Upon 
transforming to dimensionless quantities, the explicit e 
dependence disappears from FZT and F4r . 

Face-Centered Cubic Lattice 

The lattice points are given by 

rn= (e/^)(n1x+n2y+ndz), (3.11) 

where x, y, and z are unit Cartesian vectors, and where 
ni, n2, and m take on all integral values (including 
zero) subject to the condition (^1+^2+^3) is even (or 
zero). The dynamical matrices were first computed 
numerically for all the chosen k vectors in the irre­
ducible portion of the first zone (see below), and stored 
on magnetic tape. In carrying out the sums over lattice 
points, all points within a large sphere were taken. In 
addition, a remainder was added to the diagonal 
elements of the matrices, to account for the points 
lying outside the sphere; no remainder was necessary 
for off-diagonal elements. The radius of the sphere, and 
the remainder, depended upon the parameters a and (3. 
Exhaustive convergence studies were carried out in 
order to determine the accuracy of the sums over 
lattice points. The six independent elements of each 
matrix were computed within an error of 0 .1% of the 
smallest eigenvalue. 

Since the lattice has the full cubic point group, it is 
only necessary to compute ak for k lying in 1/48 of the 
first zone. The wave vectors, along with the restrictions 
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to an appropriate portion of the zone, are 

k ,= (VVeP) (pix+ptf+pi*); (3.12) 

0<pz<P, 

0<p2<p2 , p2 = minimum of (ph ^P—pz), 

0<pi<pi , pi= minimum of (^2, f-P— £3— £2). 

Here P is taken to be a positive number, and ^1, £2, 
and pz take on all integral values, subject to the con­
ditions listed in (3.12). Thus, a simple cubic lattice of 
points in k space was generated. 

In all the calculations, sums over the first zone were 
reduced to sums over the 1/48 of the zone defined by 
(3.12). In such sums over 1/48 of the zone, each con­
tribution was multiplied by a weighting factor which 
depended upon the position of k. The weighting factors 
were chosen so that each point within the zone would 
be counted exactly once, and each point on the surface 
exactly one-half, if a sum were carried out over all 48 
equivalent sets of points. The point k=0 was not 
counted in summing over the zone. 

Studies of the accuracy of sums over the zone were 
carried out by taking different values of P. As was 
expected, the accuracy of such sums was essentially 
independent of the parameters a and /? in the Lennard-
Jones potential. It is particularly simple to find the 
average over k of the traces of the ak matrices, since 
these traces have the full 48-fold symmetry. It is also 
possible to calculate this average separately, in terms 
of the lattice potential constants [see Eq. (4.9)]. For 
P—16, corresponding to 504 points in 1/48 of the zone, 
or to 16 431 distinct points in the entire zone, the 
average of the traces is accurate to 0.1%; without the 
weighting factors the same sum is only accurate to 2%. 

The calculation of the Gn matrices, in terms of a sum 
over 1/48 of the zone, requires a knowledge of the 
symmetry in k space of all the elements of the ak. 
These symmetries are easily found with the aid of the 
lattice symmetry and the relations between different 
A coefficients, as given by rules (a) and (b) previously 
stated, and are valid for any primitive cubic lattice. 

(c) If two Cartesian coordinates of k are inter­
changed, the corresponding Cartesian indices are inter­
changed on all elements of ak. 

(d) If the sign of one Cartesian coordinate of k is 
changed, then each element of ak is multiplied by — 1 
for each Cartesian index corresponding to that par­
ticular coordinate. 

These rules also hold for Xk in place of ak, as a direct 
consequence of the definition Xk=ak~

1. Again the 
operations can be applied repeatedly. The final formulas 
for the elements of Gn are quite simple for computa­
tional purposes, but need not be given here. For P = 16, 
the elements of all Gw are accurate to 1.5%. 

Rules (c) and (d) lead to relations between the 
elements of different Gn which are identical to the 

relations between the components of different A co­
efficients, as given by rules (a) and (b) above. A final 
simplification of (2.7) and (2.8) is possible with the aid 
of these relations between different G« matrices, and 
the similar relations between different B and C co­
efficients. It can be shown that the contribution of each 
term in the £ „ of (2.7), and the £ ' „ of (2.8), is the 
same for all points r„ which are obtained from one 
another by operations of the cubic point group. Thus, 
in both FZT and FAT, this outer sum can be obtained 
by taking only one lattice point in each shell of points 
which are related by cubic point group operations, and 
multiplying by the number of points in the shell. 

FZT and FAT were calculated by taking nearest 
neighbors only, and also nearest plus next neighbors, 
in the sums over lattice points in (2.7) and (2.8). The 
difference between the two calculations is represented 
by A3 and A4, respectively, where 

(nearest plus next) — (nearest) 
(nearest plus next) 

The results for nearest plus next neighbors, along with 
the appropriate values of A, are given in Table I. The 

TABLE I. Anharmonic contributions to the high-temperature 
free energy for the face-centered cubic lattice. 

a 

12 
12 
12 
12 
10 
10 
8 
6 

0 
10 
8 
6 
4 
8 
6 
6 
4 

FZT 

-1.82 
-1.92 
-2.09 
-2.44 
-1.92 
-2.05 
-2.06 
-2.34 

A3 

-0.003 
-0.003 
-0.004 
-0.005 
-0.004 
-0.005 
-0.005 
-0.008 

F4T 

3.44 
3.53 
3.75 
4.27 
3.35 
3.42 
3.11 
2.57 

A4 

-0.002 
-0.001 
0.000 
0.003 
0.000 
0.002 
0.007 
0.038 

tabulated values of FZT and FAT represent the Lennard-
Jones model chosen to an over-all accuracy of at least 
2%. All final calculations were carried out with P = 16. 
For one case of a and fi and for nearest neighbors only, 
the calculation of FZT required 14 min of computer 
time, while FAT required less than 1 min. 

Hexagonal Close-Packed Lattice 

The primitive lattice points are given by 

r n= e(wibi+^2b2+^3b3), (3.13) 

and the basis vector is e(|bi+fb2+Jb3), where bi, b2, 
and (|)1/2b3 are unit vectors in a simple hexagonal 
coordinate system, and tii, n^ and riz take on all integral 
values. Since all the potential energy coefficients have 
been defined according to their Cartesian components, 
the calculations were carried out entirely in Cartesian 
coordinates. These are defined by 

x=(bd-b 2 ) , y - W - ^ O f c - b i ) , z = ( i ) ^ b 8 . (3.14) 
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I t was necessary to compute dynamical matrices for 
k lying in f of the first zone, since there is only 
8-fold symmetry in k space for all the elements of these 
matrices, even though the eigenvalues have 24-fold 
symmetry. This reduction in symmetry results from 
the specification of the ak matrix elements in terms of 
Cartesian indices, but this complication is more than 
compensated by the other advantages of Cartesian 
coordinates. The 18 independent elements of each ak 
matrix were computed, again to 0 .1% of the smallest 
eigenvalue, as determined by numerical convergence 
studies, and stored on magnetic tape. Again remainders 
were added to the diagonal elements to correct for slow 
convergence of these particular sums. 

If the unit vectors defining the simple hexagonal 
reciprocal lattice are (f)1/2Ci, (f)1/2c2, and (8/3)1/2c3, then 
the wave vectors, along with restrictions to J of the 
zone, are 

kp= (7r/Pe) (pid+p^+p^) , (3.15) 

o<p*<p, o<^2<fp, K<^<K^ 
pi= algebraic maximum of (—p2, p2~2P), 

pi"= algebraic minimum of (p2, 2P—2p2). 

P is taken to be a positive number, and pi, p2, and p% 
take on all integral values, thus generating a simple 
hexagonal lattice of points in k space. The point k = 0 
was not counted. The eight equivalent portions of the 
first zone are related by the eight possible sign com­
binations of the Cartesian components kx, ky, and kz 

of k. Weighting factors were used in all sums over k, 
and the accuracy of such sums was studied by taking 
different values of P . For P = 8 , corresponding to 674 
points in \ of the zone, or to 4110 distinct points in 
the entire zone, the average of the traces of the dy­
namical matrices is accurate to 0 .1%. Without 
weighting factors, the same sum is accurate to 0.3%. 

For the calculation of the G„ matrix functions for 
the hep lattice, the ak matrices were first transformed 
to real, symmetric form, this form was inverted, and 
the submatrices 17k and £k of (2.15) were calculated. 
This procedure is outlined in the Appendix. In addition, 
the sums over the first zone were replaced by sums over 
1/8 of the zone, with the aid of the following rules. 

(e) If the sign of kx (or kz) is changed, then each 
element of ak is multiplied by —1 for each Cartesian 
index x (or z). 

(f) If the sign of ky is changed, then the complex 
conjugate of ak is taken and each element is multiplied 
by — 1 for each Cartesian index y. 

These rules also hold for 3* in place of ak. 
As for the fee lattice, there are some relations 

between the components of different G„, but these 
relations are not sufficient to lead to very much com-

TABLE II. Anharmonic contributions to the high-temperature 
free energy for the hexagonal close-packed lattice. 

a 

12 
12 
12 
12 
10 
10 
8 
6 

18 

10 
8 
6 
4 
8 
6 
6 
4 

FzT 

-1.88 
-1.98 
-2.16 
-2.52 
-1.98 
-2.13 
-2.13 
-2.45 

PIT 

3.54 
3.63 
3.87 
4.41 
3.45 
3.54 
3.22 
2.67 

A4 
-0.002 
-0.001 
0.000 
0.003 
0.000 
0.002 
0.006 
0.031 

putational simplification. In calculating FAT, all sums 
over lattice points in (2.17) were taken to nearest 
neighbors only, and also to nearest plus next. The 
results for nearest-plus-next neighbors are listed in 
Table I I , along with values of A4, representing the 
difference between the two calculations, as for the fee 
above. The tabulated results are accurate to 2%. In 
calculating FZT, all sums were taken to nearest neigh­
bors only, and then the calculation was repeated with 
the outer sum in (2.18) extended to third neighbors. 
The difference between these two calculations was 
always less than 0.7%. Note that this outer sum arises 
from the 5 ( k + k ' + k " ) function in F3 . Table I I liststhe 
results of the nearest-neighbor-only calculation of F%T; 
these values are accurate to 3 % . All final calculations 
were carried out with P = 8 . For one case of a and (3 
and for nearest neighbors only, the calculation of FZT 
required 15 min of computer time, while FAT required 
1 min. 

IV. APPROXIMATIONS 

Because of the complexity of the expressions for Fz 
and F4, and the attendant difficulty of accurate calcu­
lations, it is highly desirable to develop some approxi­
mations. In this section, a particularly simple approxi­
mation is discussed, and evaluated for the same models 
for which the accurate calculations have been carried 
out. In addition, comparisons are made with other 
approximations which have been published. 

First of all, it is noted that the general expressions 
for FZT and F^T, as given by (1.13) and (1.14), re­
spectively, are independent of the masses of the atoms,11 

and depend only upon the potential energy coefficients 
and the lattice structure. This suggests the use of an 
approximation which can be defined independently of 
the masses Mj, in contrast to the two approximations 
suggested by Leibfried and Ludwig.12 One possibility 
is to replace all ak matrices by a multiple of the unit 
matrix, since the ak defined by (1.7) do not depend on 

11 There can be implicit dependence of FZT and F^T upon the 
masses of the atoms, insofar as the nearest-neighbor distance can 
depend upon the masses when the total lattice free energy, in­
cluding vibrations, is minimized to determine e. Such dependence 
does not affect the argument here. 

12 See Ref. 7, p. 361. 
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the masses. For this approximation, let 

(4.1) 

Thus, 12 is the average over k of the traces of the 
dynamical matrices, divided by the order of the 
matrices. The calculation of 12 for any force model is 
quite simple; with the aid of (2.2) the sum can be 
transformed to the form 

\L— yd J ) 2-*3i /Li nj' Aoji>nj'i , (4.2) 

where the prime on Y^'ny means to omit the term (Q,j). 
With the approximation (4.1), F^T and FAT become 

fzT=-LN(KTY/12^j:nnfiPpfpf>(BoP,npf,n'^)2, (4.3) 

/ 4 r = [ i V ( ^ r ) V 8 1 2 2 ] E n , p p ' Cop.Op.np'.np'. (4 .4 ) 

Here / 3 r denotes an approximation to FST, and similarly 
for fw In obtaining / 3 r , the ^ ( k + k ' + k " ) function 
has been treated exactly, with the aid of (1.15). When 
two-body forces are considered, these expressions can 
be reduced further, as for the general calculations of 
Sec. I I . The results can be combined for the cases of 
one or two atoms per unit cell ( 7 = 1 or 2): 

02 

+ l E « ' i » ( £ K l W ' , « » ) 2 ] ; (4.5) 

/AT= INJ{KTY/^-] £ ' , £ « , CWio.>.-' ,«>. (4.6) 

Here the contribution to each term in the YL'v is the 
same for all points r„ which are obtained from one 
another by operations of the cubic point group. For 
one atom per unit cell, the terms JBoi,o*',o»" vanish. 

Finally, if the restriction to central forces is made, 
the approximations can be expressed in terms of the 
derivatives of the central potential function. For the 
range of forces considered in the present work, the sums 
over lattice points in (4.5) and (4.6) converge very 
rapidly with increasing distance from the origin. 
Therefore, the explicit expressions are given for nearest 

neighbors only. For the fee and hep lattices, 

fZT= -JN(KT)2[4cSe2/W] 

X { [15 (0") 2 + I V V "€2+4(tf/")2e4] 

+ [ ( 1 / 2 7 ) ( * ' " ) V for hep]} ; 

/ 4 r = = /^(^r) 2 [12/12 2 ] [15^ , / +20^> , / , € 2 +4^ i v e 4 ] . 

(4.7) 

(4.8) 

Here all </>", <j>'", and <j>iv are to be evaluated at the 
nearest-neighbor distance. The term (1/27) (<£'")V in 
(4.7) represents the term | 52*w'(Z*o*,o*',o*")2 in (4.5), 
and is to be included only for the hep lattice. 

Numerical evaluation of (4.7) and (4.8) has been 
carried out for the Lennard-Jones central potential 
model of Sec. I I I . For this model, 12 is given by 

£2=[2a/3ZV3e2(a-/3)] 

«X [ ( - l ) S < r X + 2 - ( 0 - 1 ) ^ - ^ + 2 ] . (4.9) 

Equation (4.9) is valid for any lattice with one or two 
atoms per unit cell, subject to the choice of e as that 
which minimizes Uo, as discussed in Sec. I I I . Equations 
(4.7) and (4.8) were transformed to dimensionless 
quantities, according to (3.10) and with 

!2=(€2/£>)!2, 

hT=(MJN)[D/{KTny 
(4.10) 

and similarly for jW. The explicit e-dependence again 
disappears from fzr and /4y. The results of these 
calculations for the fee lattice are listed in Table I I I . 
The next-nearest neighbor contributions to the sums 
over lattice points in (4.5) and (4.6) were also calculated 
for the fee lattice. These contributions are significantly 
smaller than the additional contributions in the accurate 
calculations, when the sums over lattice points are 
extended to next-nearest neighbors. For / 3 r , the next-
nearest neighbor contribution was always less than 
0 . 1 % ; for ]AT this contribution ranged from 0 . 1 % for 
a = 1 2 , 0 = 10 to 1% for a = 6 , 0 = 4. 

Table I I I also lists the errors of the approximation, 
as compared to the accurate values of Table I, in the 

TABLE III . Approximate calculations of the high-temperature anharmonic free energy for the face-centered cubic lattice. Except 
where otherwise indicated, columns 3-8 represent the results of the present approximation, Eqs. (4.7)-(4.9). The last two columns 
represent the results of Ref. 6, as expressed by Eqs. (4.12)-(4.14). 

a 

12 
12 
12 
12 
12 
10 
10 
10 
8 
8 
6 

P 
10 
8 
6 
6 
4 
8 
6 
4 
6 
4 
4 

Q 

82.6 
67.2 
52.0 

36.9 
57.0 
44.4 
31.8 
36.8 
26.8 
21.7 

JZT 

-1 .42 
-1 .46 
-1 .54 
-—1.21* 
-1 .69 
-1 .44 
-1 .48 
-1 .56 
-1.42 
-1 .44 
-1.32 

fiT 

3.62 
3.69 
3.87 
3.07a 

4.27 
3.49 
3.52 
3.67 
3.16 
3.06 
2.41 

&fzT 

0.22 
0.24 
0.26 
0.42 a 

0.31 
0.25 
0.28 

0.31 

0.44 

8fiT 

-0 .05 
-0 .05 
-0 .03 
-0 .18 a 

0.00 
-0 .04 
-0 .03 

-0.02 

0.06 

^(fzT-hfiT) 

-0 .36 
-0 .39 
-0 .40 
-0 .12 a 

-0 .41 
-0 .43 
-0 .49 

-0 .66 

- 3 . 7 

JzT 

-1 .52 
-1 .48 
-1 .43 

-1 .34 
-1 .38 
-1 .28 
-1 .13 
-1 .11 
-0 .93 
-0.72 

fiT 

4.22 
4.25 
4.31 

4.43 
4.01 
3.90 
3.80 
3.47 
3.16 
2.52 

a T h e approximate calculation of Ref, 5, 
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form of 8 fa, 6 fa, and 5(fa+fa), where 

8fa= (FZT— JZT)/FZT , etc. 

For the hep lattice, 0 and fa are the same as for 
fee, to the number of significant figures given in Table 
I I I . fa is more negative for hep than for fee by about 
0.02 for each a and /3; this difference represents the 
additional term in (4.7) for the hep lattice. The errors 
in the approximations fa, fa, and fa+fa are 
essentially the same for hep as for fee. 

An alternate approximation, namely, that of aver­
aging the diagonal elements of ^k instead of those of 
ak, has also been investigated. This procedure is 
expressed by writing 

^=(3 / iV)- 1 EkEpXk,p P . { } 

This approximation is quite poor for both fee and hep. 
I t leads to results for fa which are too large in mag­
nitude by a factor of 3 to 4, and to results for fa which 
are too large in magnitude by a factor of 4 to 6. This 
result is in agreement with the similar conclusion of 
Leibfried and Ludwig.12 

For purposes of comparison, the result obtained 
previously by a different approximation5 has been 
transformed to the same units as those used in the 
present work. This result applies to a fee lattice with 
nearest and next-nearest neighbors included, and to the 
case of a = 1 2 , /3=6 in the Lennard-Jones potential. 
The values of fa and fvr are listed in Table I I I . These 
contributions are each less accurate than for the 
approximation defined by (4.1), but the sum (fa-\-fa) 
is more accurate. In order to extend this approximation 
to other potential functions, it would be necessary to 
repeat a large part of the calculation. This approximate 
calculation is considerably more complicated than is the 
evaluation of Eqs. (4.7)-(4.9). 

Maradudin et al.6 have carried out an approximate 
calculation for the fee lattice for nearest neighbors only. 
These authors obtained a result for a two-body central 
potential of arbitrary form. This approximation, when 
translated into the language of the present paper, is 

fa= -N(KTy[0.0U02e>/&l 

X[9(<H2+12</> V / e 2 +4(( / ) , , , ) 2 e 4 ] , (4.12) 

/ 4 T = ^ ( Z r ) 2 [ 3 / 6 4 $ 2 ] [ 3 0 , , + 120 , , ,€2+4^> iV], (4.13) 

where 
$=W+<t>"e\ (4.14) 

Here all derivatives of <j> are evaluated at the nearest-
neighbor distance. Although this approximation was 
derived with </>,=0, which is appropriate for a nearest-
neighbor model, <// is retained here since it appears 
when the original expressions of Ref. 6 are transformed 
into the present notation. The contribution of the <j>r 

term is quite small in all of the calculations presented 
here. 

Equations (4.12)-(4.14) are quite similar in form to 
the approximation developed above, as represented by 
(4.7) and (4.8). This similarity is brought out more 
fully if the Q, of (4.7) and (4.8) is calculated for nearest 
neighbors only. The result is 

^=16[(3 /2)<^+0"e 2 ) ] ; fee, nearest neighbors. (4.15) 

Equations (4.12) and (4.13) have been evaluated for 
the Lennard-Jones models and the results are listed in 
Table I I I . I t is seen that this approximation is slightly 
less accurate, in general, than that represented by 
(4.7) and (4.8). For (4.12) and (4.13) 6( fa+fa) is 
very close to twice that for the approximation of the 
present paper, for each case of a and j3. 

Leibfried and Ludwig have proposed two possible 
approximations for F$T and Fw.12 In the case that all 
the atoms of the crystal have the same mass, their 
first approximation is identical to the one denned by 
(4.1). For such a case, 2 is the average of the eigenvalues 
of the ak matrices: 

12=(3/7V)-1EkSM(o;ks)
2 , all MS=M. (4.16) 

In addition, these authors have carried out numerical 
calculations for their second approximation for the fee 
lattice for some Lennard-Jones models. In each case 
where they have used the same a and fl as those in 
Table I I I , their results for fa and fa agree with the 
present approximation [Eqs. (4.7)-(4.9)] within 1%. 
Thus, the present approximation appears generally to 
be in quantitative agreement with those of Leibfried 
and Ludwig for the case where all masses are the same. 

I t is of interest to note that the approximations dis­
cussed in this section are of two qualitatively different 
types. The approximation defined by (4.1), and those 
of Refs. 5 and 12, are based upon an approximate 
representation of the functions of the normal-mode 
frequencies which occur in the expressions for F 3 and 
F4 . The result of Ref. 6 is based upon an approximate 
representation of the B and C coefficients which occur 
in the expressions for Fz and FA. 

All of the data of Table I I I , with the exception of the 
values taken from Ref. 5, were obtained with the aid 
of a desk calculator in a few days. 

V. DISCUSSION 

Several qualitative conclusions can be drawn from 
the results of the accurate calculations of Sec. I I I . For 
the Lennard-Jones models, Fw is always negative and 
is fairly insensitive to the range of forces, while FAT is 
always positive and decreases markedly with increasing 
range of forces. (FZT+FAT) is positive for all the models 
chosen, and hence CVT is negative, but these quantities 
become quite small as the range of forces increases. 
I t is likely that these trends will hold for any central-
force model, although from the present work it is not 
possible to say anything about the case of Coulomb 
forces. I t also appears likely that, for any model based 
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on short-range forces, the anharmonic specific heat at 
constant volume will be negative at high temperatures 
for fee and hep lattices. 

Indeed, there is a great similarity between the results 
for fee and those for hep. Although this similarity 
might well be expected, on the basis of the similarity 
of the two lattice structures, it is certainly not apparent 
in the general formulation of Sec. I. In the approxi­
mation of Sec. IV, however, as denned by (4.1) and 
expressed by (4.3) and (4.4), it appears that the fee 
and hep should give quantitatively similar results for 
any force model. For two-body central forces and 
nearest neighbors only, (4.7), (4.8) and (4.15) show 
that the approximation gives results for fee and hep 
which are identical, except for the Boi w ,oi" terms. 
Note that, for nearest neighbors only, (4.15) is valid 
for the hep lattice also. 

In general, FZT and F±T do not depend explicitly on 
the masses of the ions; this is a consequence of the 
equipartition of energy at high temperatures. In 
addition, F%T and FAT do not depend explicitly upon 
the nearest-neighbor distance e, but only implicitly 
through the dependence on e of the potential functions. 
As pointed out above,11 e may depend upon the masses, 
thus bringing some mass dependence into FZT and FAT* 
The anharmonic contributions to the free energy should 
be fairly insensitive to the choice of e; this point is being 
investigated further. 

With respect to the numerical work, it is felt that 
the use of the inverse dynamical matrix offers the 
simplest method for an accurate calculation of the 
high-temperature anharmonic free-energy contri­
butions. In addition, it is felt that a sum over the first 
Brillouin zone can be carried out directly, to a given 
accuracy, with much greater ease than by the more 
traditional method of transforming such a sum to an 
integral over normal mode frequencies. This applies 
to any sum over the zone, and if only a part of the zone 
is counted in the sum, the use of weighting factors is 
necessary. If the summand varies strongly within the 
first zone, such as an exponential function, the accuracy 
can be maintained by the use of an interpolation pro­
cedure such as Simpson's rule; such procedure was 
not required in the present calculations. 

One of the greatest values of the accurate calculations 
is to enable the evaluation of approximations. From 
the comparison with the accurate results, it is con­
cluded that the present approximation, as defined by 
(4.1), is perhaps the best one currently available in 
terms of simplicity and accuracy. In addition, the 
present approximation has the advantage of being 
formulated in general, and can readily be applied to 
any force model and any crystal structure. I t is reason­
able to expect that the present approximation will 
have qualitatively the same errors as those listed in 
Table I I I , for other crystal structures, and other force 
models with comparable ranges of forces. The approxi­

mations discussed in Sec. IV are most likely inadequate 
for the case of Coulomb forces. 

To be sure, the accuracy of the approximations is 
not entirely satisfactory. The present approximation 
represents FAT with good accuracy, for all cases cal­
culated, while for F-iT the errors are larger and increase 
with increasing range of forces. This might be expected 
since, in general, the expressions for FA are much 
simpler than those for F3 . All the approximations give 
a result for Fw which is correct in sign, but too small 
in magnitude. As a result, the error in an approximation 
to (FZT+FAT) is usually larger than the error in either 
contribution alone. 

For the present approximation, the higher order 
terms in (1.13) and (1.14) reduce to expressions similar 
to those given by (4.3)-(4.8) for the various special 
cases. In fact, the only differences are in the denomi­
nators, where 12 becomes replaced by other simple 
functions. The approximation should be at least as 
accurate for these higher order terms as for the leading 
terms. 

Finally, certain general limitations on the present 
calculations should be pointed out. Hooton13 has shown 
that the perturbation treatment of the anharmonic 
free energy of crystals is generally valid for all except 
the lighest elements, hydrogen and helium. Within the 
framework of the perturbation treatment, the re­
striction to the lowest contributing orders is a good 
approximation as long as the anharmonic energy of 
each normal mode is small compared to the harmonic 
energy of that mode. In practice, this condition is 
probably satisfied, in the high-temperature limit, to a 
temperature several times greater than the Debye 
temperature, and perhaps to the melting temperature. 
The particular limitations imposed by the restriction 
to a Lennard-Jones model are being investigated. 
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APPENDIX: TRANSFORMATION OF DYNAMICAL 
MATRIX TO REAL, SYMMETRIC FORM 

For the case of two atoms per unit cell, the ak matrices 
are in general complex. For numerical work, it is con­
venient to avoid complex arithmetic by transforming 
ak to real, symmetric form. This can be accomplished 

13 D. J. Hooton, Phil. Mag. 46, 422, 433 (1955). 
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by the unitary transformation (independent of k)14 

for each k, (Al) -;*C !)• 
where the submatrices of t are multiples of the unit 
matrix of order 3. Then, suppressing the index k, if K 
of (2.12) is written as KO+^KI, where KQ and KI are real 
and symmetric, 

ft— Kl K0 \ 
d = r 1 a t = ( ) . (A2) 

\ K0 T + K K 
14 This transformation has been used by L. J. Slutsky and 

C. W. Garland, J. Chem. Phys. 26, 787 (1957). 

d is easily inverted numerically to obtain ji=d_1. If 
\i is represented in submatrix form as 

then ^=tyt_ 1 gives rise to the relations 

«I=i[(vi+V4)+i(v3-V2)], 

C=iC(V2+V3)+«(v4-Vi)]. 

(A3) 

(A4) 

These results are valid for any lattice with two atoms 
per unit cell for the case of central forces. 
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Variational Theory of Paramagnetic Impurities in Van der Waals Crystals*! 
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A consistent method of calculating the wave functions and electron-spin-resonance properties of a dilute 
paramagnetic impurty in a molecular crystal is outlined, and the system of atomic hydrogen in solid argon 
is treated as a detailed example. Starting from a one-electron, tight-binding, static-lattice picture of the 
impurity-doped crystal, the crystal wave function is formed as the antisymmetrized product of atomic 
Hartree-Fock functions. This is modified for the interactions in the crystal by adding variational corrections 
for crystal field effects, the spin-orbit interaction, and the Van der Waals interaction. The spin-resonance 
parameters are then found from the expectation value of the interaction with a magnetic field. The results 
lead to a reintepretation of parameters in previous theories and show that the various crystal perturbations 
do not add independently to give a net result when there is appreciable overlap between the impurity and 
host atoms. Estimates of the electronic g factor for hydrogen in argon are in good agreement with experi­
ment. The predicted hyperfine shifts for substitutional hydrogen impurities also agrees well. However, it 
is shown that for interstitial sites the hyperfine-shift calculations are unreliable. 

I. INTRODUCTION 

RECENTLY both spin-resonance and optical-ab­
sorption spectra of isolated impurities trapped in 

rare-gas solids have been observed.1-4 The outstanding 
feature of the results is that the spectrum of a dilute 
impurity is changed only slightly from the free-state 
spectrum by the crystal environment. Several theo­
retical treatments relating these shifts to the polariza-
bility, spin-orbit splitting, etc., of the impurity and the 
host lattice have been given for specific systems. In 
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these, additivity of the effects of the various crystal 
perturbations has been assumed and experimental data 
have been used to evaluate parameters in the models.4-5 

The present work outlines a calculation of the ground-
state wave function and electron-spin-resonance pa­
rameters of a tight-binding paramagnetic center in a 
rare-gas crystal. It is a "first principles" calculation in 
the sense that experimentally determined quantities are 
not used, and the major perturbations due to the crystal 
environment are calculated simultaneously so that ef­
fects depending on two or more interactions are re­
tained. Specifically, the theory developed has been 
applied to the case of atomic hydrogen in argon, and 
order-of-magnitude estimates have been made as a 
guide for applying the theory in detail. Excited states 
and, therefore, optical properties could be treated, but 
more attention to overlap effects would be necessary.6 
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6 For a review see D. L, Dexter, in Solid State Physics, edited by 
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Rev. 124, 1740 (1961). 


