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It has been suggested that all the observable properties of strongly interacting systems can be determined 
self-consistently if there do not exist any elementary particles in the conventional sense. This conjecture is 
applied to the nucleon mass and the pion-nucleon coupling constant, which are calculated under the assump­
tion that the nucleon is composite, and that its existence is a consequence of the same forces which produce 
pion-nucleon resonances. A self-consistent calculation is possible because the nucleon and the P\ § reso­
nance are principally responsible for the forces which produce each other, providing an example of a "boot­
strap" or self-supporting mechanism. The N/D method is used for computations. Some ambiguity in the 
quantitative results due to high-energy processes is unavoidable, but calculations with a large range of 
"cutoff" values predict the same orders of magnitude as are observed experimentally. It is shown qualita­
tively that the self-consistent method not only predicts the nucleon and the P§ § resonance, but excludes 
other combinations which are not observed. This notion is illustrated by consideration of hypothetical in­
teractions between nucleons and scalar mesons and between A and 2 hyperons of negative relative parity. 

I. INTRODUCTION 

TH E salient feature of the physics of strong interac­
tions is a rich and rapidly growing collection of 

particles, both stable and unstable, and a corresponding 
collection of interaction strengths and coupling con­
stants or resonance widths. The possibility that most or 
all of these parameters may be determined self-con­
sistently is an attractive conjecture. Attempts to do so 
have been called bootstrap calculations, because they 
are based on the hypothesis that the system of observed 
particles is self-supporting, and does not require forces 
due to elementary particles with arbitrary parameters. 

Let us review the principal ingredients of the self-
consistent calculation idea. The minimal aim of most 
theories of strong interactions is to predict scattering 
amplitudes and bound states from the observed particles 
and couplings. But not all the observed particles are to 
be given in the beginning; one generally thinks of 
starting from a few and finding the rest. Those particles 
which, in principle, are inserted into a theory at the 
start, for instance, the elementary fields of field theory 
or the input poles of S-matrix theory, are conven­
tionally called elementary; their properties cannot be 
determined within the framework of the theory. All 
the rest are then "composite." For example, it has long 
been supposed that if the pion and nucleon be post­
ulated, both the deuteron and the P§* resonance (also 
denoted by N*) at 1238 MeV can be predicted. 

Which strongly interacting systems are elementary? 
They have usually been taken to be the simplest 
systems with each type of quantum number. These 
closely correspond to the stable particles: T, K, N, A, 
2 , etc. There must be, however, some reason for the 
masses of these particles as well, and it has been hoped 
that a complete theory of strong interactions will 
explain their properties also. 

* This work was supported in part by the U. S. Air Force Office 
of Scientific Research and in part by the National Science 
Foundation. 
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An appealing possible answer to the above question, 
first suggested by Chew and Frautschi,1 is that there are 
no elementary particles at all. Or, stated positively, all 
systems, both stable and unstable, are composite. From 
this point of view, the same forces which produce 
resonances also produce bound states, which one may 
identify with the observed stable particles. 

This conjecture is supported by intuitive ideas about 
centrifugal forces in different angular momentum states 
of the same system. For example, there appears to be a 
spin | , even parity, 7 = J , pion-nucleon resonance at 
about 1680 MeV.2 One expects that the same forces 
which produce it should produce an / = § , even parity, 
spin-J resonance or bound state at a lower mass, because 
the repulsive centrifugal force is less. No system with 
these properties is observed except the nucleon, and one 
is led to the assumption that the nucleon itself is a 
pion-nucleon bound state. A detailed numerical exam­
ination of this proposition is the principal subject of 
the present work. 

If all systems are composite, then the constituent 
particles, as well as the systems which (by crossing 
symmetry) give rise to the binding forces, are also 
composite. One is thus led to the conception of a grand 
self-consistent scheme, or bootstrap mechanism, from 
which all the particles and resonances will emerge 
simultaneously. Their masses and couplings are to be 
determined simply by requiring consistency when 
crossing symmetry is applied. Of course, such a calcula-
tional program, or even anything approaching it, is at 
present impossible, and one is not yet able to say 
whether a unique solution exists or what additional 
concepts may be needed to complete the picture. Small, 
well-chosen parts can be attempted, however. Some 
particles may be taken from experiment; then others 
may be postulated, and one can see whether a self-

1 G. F. Chew and S. C. Frautschi, Phys. Rev. Letters 7, 395 
(1961). 

2 Most of the experimental data used in this paper are taken 
from W. H. Barkas and A. H. Rosenfeld, Lawrence Radiation 
Laboratory Report UCRL-8030, 1961 (unpublished). 
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consistent scheme can be worked out, and semiquanti­
tative predictions made, of either the presence or the 
absence of systems with particular quantum numbers. 

An instructive example is the recent calculation of the 
p meson.3 In its simplest form, low-energy pion-pion 
scattering was calculated from the hypothesis that the 
dominating force is the exchange of a p meson. This force 
was found to be attractive in the 7 = 1, / = 1 state, and 
an approximate calculation predicted a low-energy 
resonance, which was then identified with the p meson 
itself. A self-consistent solution is one in which the mass 
and width of this "output" resonance are the same as 
those of the exchanged meson. I t was found that a 
unique solution existed which explained qualitatively 
the properties of the p meson, and the quantitative 
inaccuracy was understandable in terms of the approx­
imations employed. 

Suppose that the forces which dominate low-energy 
pion-nucleon scattering have been identified, that the 
effect of short-range forces can be imitated by a simple 
cutoff procedure, and that the dynamics of the system 
can be solved to yield bound states and resonances. 
Suppose further that the dynamical problem is solved 
for the P i i partial wave and the main features of the N* 
are derived in reasonable accord with experiment. One 
concludes, if the approximations are sound, that the N* 
is, indeed, a dynamical effect and that the relevant 
forces have been correctly recognized. 

Suppose, finally, that the same methods, when applied 
to the Pi i wave, which carries the quantum numbers of 
the nucleon, predict a bound state with mass equal to 
the nucleon mass. One has then quantitative evidence 
that the nucleon itself is a dynamical effect, a conse­
quence of sufficiently strong attractive forces in the 
same sense that the iV*, or for that matter, the hydrogen 
atom is a dynamical effect. The forces are, in fact, so 
strong that the binding energy of the "composite" 
nucleon is comparable to the masses of the constituents 
themselves. This is the essential feature that permits a 
particle to appear as a constituent in a composite state 
and as the composite itself, thus obscuring, though not 
invalidating, the analogy to loosely bound states such 
as the hydrogen atom or an atomic nucleus. 

In the present paper, we carry out parallel calcula­
tions of the sort indicated above for the nucleon and 
N*. The masses and coupling constants enter into the 
definitions of the forces and then appear as derived 
quantities associated with singularities of the scattering 
amplitude, which represent bound states or resonances. 
The condition that input and output values of the 
masses and coupling constants be equal determines 
their numerical values; this is the bootstrap element. 
These values are found to correspond fairly well with 
the physical values, though some ambiguity connected 
with high-energy cutoffs cannot be avoided in this 
approach. 

3 F . Zachariasen, Phys. Rev. Letters 7, 112 (1961); F. Zachari-
asen and C. Zemach, Phys. Rev. 128, 849 (1962). 

The next section discusses some aspects of bootstrap 
philosophy that can be appreciated with little or no 
calculation. The calculations for the pion-nucleon 
system are described in the following sections. Anal­
ogous questions related to the xAS system are taken 
up in Sec. VI. 

II. QUALITATIVE REMARKS 

What is the simplest universe that may exist, in the 
self-supporting bootstrap sense, which includes the 
nucleon and the pion?4 In a first try, one might suppose 
that N, the nucleon, is a bound state of wN with N 
exchange as_the dominant force and that x is a bound 
state of NN with x exchange as the dominant force. 
This scheme has the virtue of containing a small number 
of particles, but has few other virtues. We find that N 
exchange in the P i i state of irN does supply an attractive 
force, which is encouraging, and it is plausible that 
couplings of wN to higher mass channels and the 
exchanges of higher mass systems exert a smaller 
influence on the N bound state than this mechanism. 
On the other hand, a dynamical calculation of the 
type described in the later sections demonstrates that 
the N exchange force by itself is too weak to bind xA7" 
to form N. 

Turning to the NN system, we note that the x is a 
very deeply bound state, _so that the high-energy 
(short-range) part of the NN force plays an important 
role. This aspect of the interaction cannot be simply 
derived from a diagram by Feynman's rules, but must 
be inferred from something like a Regge description of 
the particles. Lacking a workable means for incorporat­
ing a Regge description into a bootstrap calculation, 
we cannot even predict the sign of the x exchange force 
for ranges shorter than a pion Compton wavelength. 
Until this difficulty is overcome, we cannot evaluate the 
role of NN in forming x mesons, rj mesons, etc. A 
realistic attempt to explain the x as a bound state must, 
in any case, begin with the lower energy channels xp, 
KK*, etc. 

Hence, we restrict our objectives in this paper and 
attempt only to explain iV as a bound state of N+w. 
Consider the "crossing table," Table I, which represents 
an attempt to express as much information about low-
energy irN interactions as possible in compact form. The 
table entries give the signs (positive for attraction, 
negative for repulsion) and estimate the strengths of 
the forces, in the various partial wave channels, caused 
by exchange of different particles, namely, the N, N*, 
and p meson in wN scattering. (These entries are 
actually threshold values of Born scattering ampli-

4 The isotopic spin formalism is taken for granted in this paper. 
But this notion also arises out of the bootstrap principle. The point 
is that the bootstrap requirements are inherently symmetrical 
with respect to particles of like species, i.e., of like character with 
respect to space-time transformation properties. That such 
requirements lead to equalities of masses and couplings among 
particles of like species is not a freak accident, but may be the 
preferred possibility. We shall discuss this more fully elsewhere. 
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TABLE I. Threshold values of f/q21 in pion-nucleon amplitudes. 

Partial wave 
Isotopic Angular 

spin momentum 

i 
2 

1 
2 

3 
2 

3 
2 

Sl/2 
P3/2 

FT/2 

PI/% 
D3/2 
Fb/2 

Sl/2 
P3/2 
Dm 
Fin 
Pl/2 
Dm 
Fm 

N exchange 

9.8X10-1 
-5.2X10" 2 

3.4X10-3 
-2 .3X10- 4 

2.6X10-2 
-8.2X10-4 

3.7X10-5 

- 2 . 0 
1.0x10-1 

-6.8X10-3 
4.6X10-4 

-5.2X10-* 
I.6XIO-3 

-7.4X10-5 

N* exchange 

- 1 . 1 
1.6X10-2 

-2.8X10-4 
5.2X10"6 

8.8X10-2 

-1 .5X10" 3 

2.6X10-5 

-2.7X10-1 
3.9X10-3 

-6.9X10-5 
1.3X10-6 

2.2X10-2 
-3.7X10-4 

6.5X10-6 

p exchange 

1.2X10-1 
2.8X10-3 
7.6X10-5 
2.4X10-6 

1.2X10"2 

3.OXIO-4 

8.4X10-6 

-6.OXIO-1 
-1.4X10-3 
-3.8X10-5 
-1.2X10-6 

-6.2X10-3 
-1.5X10-4 
-4.2X10-6 

Total 

0.0 
-3.3X10-2 

3.2X10-3 
-2.3X10-4 

1.3X10-1 
-2.3X10-3 

7.1X10-5 

— 2.3 
1.0x10-1 

-6.9X10-3 
4.6X10-4 

-3.6X10-2 
1.1X10-3 

-7.1X10-5 

Resonance 
(if any) 
(MeV) 

940 (N) 
1510 
1690 

1238 (N*) 

1920 

tildes, after the factor q21 has been divided out, cal­
culated with the physical values of the masses and 
coupling constants. They are described in more detail 
in the next sections.) The relative magnitude of the 
entries on the same row shows the relative importance of 
different forces. 

The P i i and P^ partial waves are the channels in 
which we expect to find, respectively, the N bound 
state and the N* resonance. We observe that the 
forces due to N and N* exchange are both attractive in 
both these channels. Acting cooperatively, the N and 
N* jointly supply the justification for their own 
existence. I t is the burden of the following sections to 
show that these attractive forces are in fact strong 
enough to produce the results expected of them. 

Furthermore, the N and Ar* exchanges conspire to 
give a resultant repulsion in all S and P waves other 
than their own. The centrifugal barrier effect presum­
ably prevents these forces from causing significant 
low-energy resonances in higher partial waves. Then the 
self-consistent scheme we have used is complete in 
that it does not predict the existence of one-particle 
exchange forces which have been omitted. 

Resonances do exist in some higher partial waves, but 
at higher energies, so that other channels, e.g., 7riV*, 
KA, etc., are likely to affect their interpretation. Thus, 
the fact that the 1510-MeV D$ resonance has / = § 
rather than 7 = f , whereas the entries of Table I favor 
the opposite, does not contradict the view that this 
resonance is a dynamical effect. Without examining the 
7rN* channel too closely, one may observe from the 
isotopic crossing matrices that both N and N* exchanges 
yield forces with opposite signs in the 7 = f and 7 = | hope to interpret the 2 hyperon and the Y\* resonance 

The nucleon is then expected to be a pole in the / = § , 
Sx amplitude. Unlike the observed parity case, the 
nucleon exchange force turns out to be repulsive in this 
state, which suggests immediately that a self-supporting 
mechanism will be difficult to construct. We know that 
a strong force in the spin-J amplitude may come from 
the exchange of an / = / = § particle. The iV-exchange 
force, however, is repulsive in the P§a state, so the 
existence of such a force would be difficult to explain; 
whereas D$* exchange is repulsive in the I=i, £1/2 
amplitude, at least with the experimental iV* mass. 
There do exist, of course, attractive forces in this 
state due to particles in whose state N exchange is 
attractive, such as a hypothetical additional odd-parity 
"nucleon"; but such a force must produce a bound 
state with binding energy constrained to be an entire 
pion mass, as well as overcome the repulsion due to N 
exchange. Therefore, although the possibility of a 
scalar coupling cannot be logically excluded without 
solving the dynamical equations numerically, it is 
difficult to see how a reciprocal bootstrap mechanism 
of the type proposed here for odd relative parity can 
be constructed in this case. 

The points mentioned here bring one somewhat 
closer to a complete bootstrap description of low-energy, 
nonstrange baryons. By extending and completing the 
above remarks, one would have been able to predict the 
existence and properties of the nucleon even if it had 
never been observed experimentally. 

We also take note here of some of the qualitative 
conclusions reached in Sec. V concerning 2-A-7T interac­
tions. In analogy to the pion-nucleon problem, one may 

states. Thus, the 7riV* channel may effectively reverse 
the apparent predictions of the TN channel in the Z)§ 
state at higher energies. 

The question may be raised as to whether other 
schemes might justify the existence of the nucleon. 
How about nucleon interactions with scalar pions? 

(1380 MeV) as the result of strong forces in the irk 
system produced, in fact, by 2 and Fi* exchange. The 
assumption of even A2 relative parity leads to a self-
consistent array of forces and particles in the crossing 
table, Table I I I , whereas the odd parity alternative 
does not. Here, then, is theoretical verification of the, 
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FIG. 1. Exchange 
diagrams for ivN 
scattering. 

by now, well-established experimental fact that the AS 
parity is even.5 

The bootstrap philosophy, as an integral part of the 
5-matrix theory, will play a role in any evaluation of the 
relative merits of field theory and £-matrix theory. 
Before the properties of the pion were decided by 
experiment, the principles of conventional field theory 
permitted one to consider with impartiality the behavior 
of nucleons interacting with mesons of either parity 
and with arbitrary mass. Nothing in the framework of 
field theory suggested that the masses of these two 
fields could not be chosen independently, or that one of 
the parity choices was mathematically untenable. One 
might speculate that a suitable interpretation of mass 
renormalization could lead to these notions, but in 
fact this was not done. 

III. INPUT FORCES AND POLES 

A. The Pion-Nucleon Phase Shift Analysis 

We turn now to the details of the calculation. 
We have assembled in the Appendix definitions of 

most of the symbols used in this and following sections, 
as well as our notation and normalization for the Dirac 
matrices and spinors. 

First, we compute the "input information" for the 
dynamical calculations in the next section: namely 
the projections JB(W) of the Born approximation 
diagrams into the appropriate angular momentum 
states. In a strict S-matrix theory approach, the 
singularities corresponding to the force diagrams, Fig. 1, 
as well as the pole diagrams, Fig. 2, are obtainable by 
invariance considerations alone, but it is more conven­
ient to use the conventional rules for Feynman dia­
grams.6 In this way one finds the B(W) themselves 
rather than just their singularities. All five diagrams 
are not independent, as 1(c) and 2(b) as well as 1(a) 
and 2 (a) are related by crossing symmetry. 

5 R. D. Tripp, M. B. Watson, and M. Ferro-Luzzi, Phys. Rev. 
Letters 8, 175 (1962). 

6 Among other advantages, the Feynman graph method 
eliminates the necessity of complicated arguments relating signs 
of the discontinuities across the original cuts to the corresponding 
signs of the partial-wave amplitudes in the crossed channel 

The projections of the pole diagrams, Fig. 2, will be 
used to compare residues at "output," or calculated, 
poles to the definitions of lifetimes and coupling 
constants. 

In momentum space we write the pion-nucleon S 
matrix 

iM 
5 - l + 5 ( 4 ) ( P ) - T. (3.1) 

The normalization is defined by 

</| l | i>=M8(Pi-P8)«s(p2-p4) , (3.2) 

where 8/i is a product of discrete delta functions over 
all initial and final spin and charge indices. 

An arbitrary invariant amplitude for the general 
TN process is written 

w(p,)ZA (s,u)+B(s,u)yQ-]w(p2), (3.3) 

where A and B have two components, one for each 
/ , 3 \ 

total isotopic spin / = ( £ ) . The amplitude in the 

crossed channel may be obtained by interchanging the 
two pions and using the substitution rule: 

A(siu) — XA(uis), 

B(s,u)=--XB(uys): 

where the isotopic crossing matrix is 

X= (
1 2 . 

_ • a 3 ' 

(3.4) 

(3.5) 

(3.6) 

If one defines, as usual, 

/ i = (E+M)[_A+(W-M)By2W, 

/ 2 = (E-M )l-A+ {W+M)B~]/2W, 

then the partial wave amplitudes are 

(3.7) 

/ * = - = * / LA 
q 7- i 

(cos0)P*(cos6») 

+/2(cos(9)Pi±i(cos6')]J(cos^, (3.8) 

where fi± has orbital angular momentum / and total 
angular momentum y = / ± | . fi± is related to the phase 
shift 8t± by fl±= (ei8l± sin8i±)/q. 

Finally, 
fl±(-W)^-f(l+iUW). (3.9) 

N jr N 

FIG. 2. Pole and 
resonance diagrams 
for TN scattering. 
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B. Nucleon Exchange 

First, consider the usual parity assignments, in 
which the pion-nucleon vertex is the Yukawa inter­
action : 

i&hbTtl/ip*. (3.10) 

The value of g2/4=ir is experimentally about 14. A 
calculation of Fig. 2(a) then shows 

^ p o l e = 0 ; Bpole^^l Ugl/^/is-M2). ( 3 . 1 1 ) 

Only the I=%, P1/2 partial wave amplitude has a pole: 

/0\ g2 1 E-M 
y^pole 

3/^w2WW~M 
(3.12) 

The nucleon exchange force, Fig. 1(a), follows from 
(3.11) and crossing symmetry: 

,4^ = 0; BN--
2\z2 1 

whence 

/ l . 2 * = 

l/4:irU—M2 

2\ g2 (E±M)(TF=FM) 

v - l / 4 x 2W(u-~M2) 

In the center-of-mass frame, 

u-M2=2q2(xs
N~cosd), 

s+M2~YL 
where 

2(f 

The partial-wave projection is then 

2 \ £ 2 1 

(3.13) 

(3.14) 

(3.15) 

(3.16) 

Jl± --o -[_{E+M){W~M)Ql{xs
N) 

4TT 4Wq2 

+ (E-M)(W+M)Ql±1(xs
N)^. (3.17) 

By taking the limit W —» Wt, inserting the physical 
values for M and g2/47r, and dividing by the momentum 
factor q2\ one obtains the first column in Table I. 
We shall see later why this provides a good measure 
of the signs and strengths of the forces. 

Next consider the case where the TTN coupling is 
scalar. Now the vertex is just 

$Tiyp<p\ (3.18) 

whereas the propagator for the nucleon remains the 
same. Again (with primes to denote scalar coupling 
case), 

2\g2 1 
B'*=[ ) , (3.19) \-\h 'ATTU-M2 

but now A'N-=-2MB'N, with the result that the 

partial waves are 

/ 2 \ g 2 1 

\ 1/ 
-l(E+M)(W-3M)Ql(xs

N) 
4TT 4qW 

+ (E-M)(W+mQi±i(x.N)l, (3.20) 

from which, in the limit W —» Wh one infers the remarks 
made about this interaction in the previous section. 

C. N* Exchange 

The description of the diagrams containing an N* 
line is more complicated. The N* can be described by a 
spinor-vector wave function \p^ satisfying the Rarita-
Schwinger equations in momentum space7: 

(y.p-M*)f*(p) = 0; 7 ^ * = 0. (3.21) 

These imply the Lorentz condition 

Wf(p) = 0. (3.22) 

In the N* pole diagram, Fig. 2(b), the mass of the 
resonance must be given a small imaginary part — J r , 
where T is the full width at half-maximum, i.e., 

fu^: 
-R 

(3.23) 
W-M*+§ir 

Unitarity at W—M* relates the residue to the width 

T = 2q*R. (3.24) 

The irNN* vertex is essentially unique. We shall 
write it as a constant times 

(P«+PNWN^*, (3.25) 

multiplied by an isotopic factor which need not be 
written explicitly. The N*, like the nucleon, has even 
parity; there is no 75 in (3.25), because the vector 
index itself transforms with odd parity. 

The general form for the A7* propagator is P^V(K), 
where each component of the tensor is a matrix in 
Dirac space and may be formally written as a Green's 
function: 

P^K)^Z^(aKKWaKK)/(K"--M^+ie). (3.26) 
a 

The sum is over the four wave functions of momentum 
K. For K2?£M*2, this definition is ambiguous. Only the 
value on the mass shell, corresponding to the residue 
of the pole in the P** amplitude, has direct physical 
meaning. We choose rather arbitrarily a form written 
down by Mandelstam et a/.,8 

P,v(K)=P»v(K)(y-K+M*)/(K2-M*2+ie), (3.27) 

7 W. Rarita and J. Schwinger, Phys. Rev. 60, 61 (1941). 
8 S. Mandelstam, J. E. Paton, R. F. Peierls, and A. Q. Sarker, 

Ann. Phys. (N. Y.) 18, 198 (1962). 
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where 

P^(K) = 3gllv-ytlyp 

\K»KV yil(yK)Kv+K»{yK)y» 

M*2 if*2 
. (3.28) 

The simplest way to verify that (3.28) can be correct is 
to note that for i P = M * 2 , and (P^P^yK+M*), 

{yK-M*)(?^(9»v{yK-M*) 

= 7 " ^ = ^ 7 v = 0 . (3.29) 

Next we introduce a coupling constant C by writing for 
the pole diagram 2(b) (inserting an isotopic factor to 
give an isospin-f amplitude only) 

A*+B*yQ= 
C 

0/4g*2(E*+M) 
fa-p*)" 

XP„(pi~p2)\ (3.30) 

The computation of A* and B* is a four- or five-page 
algebraic exercise, the details of which we leave to the 
interested reader. The principal point to remember is 
that all expressions occur between the spinors w(p^) 
and w(p2) so that yp2 on the extreme right and yp± 
on the extreme left may always be replaced by M. A 
convenient procedure is to evaluate first the coefficients 
of yK and of M*, which occur in the expression for 
Pm and then write between the spinors 

yK=yQ+M. (3.31) 

To find the residue at the pole, it is sufficient to evaluate 
A* and J3* at s=M*2 only. One obtains, in the center-of-
mass frame, 

4* = 

£* = 

C 1 

,0/4?*2(£*+M) s-M*2 

X[a(s)-l2q2(M+M*)co$d~], (3.32) 

C 1 

,0/^q*2{E*+M)s-M*2 
£b(s)-12q*cos8~], (3.33) 

where 
a{M*2) = k(M~M*)(M+E*), 

KM*2) = 4 ( M + £ * ) 2 . 

The residues vanish except in the P%% state, for which9 

A3\ Cq2 E+M 1 
A (3.34) 

\Q/2Wq*2 E*+M W-M* 

which explains the choice of factors in (3.30). From 

9 Note that the sign of the residue in (3.34) is determined by 
unitarity and is, therefore, a simple check that the sign is correct 
J I both (3.34) and (3.38). 

(3.24) it follows that C is related to the width by 

C=M*r /3g* . (335) 

Now it is a straightforward matter to apply crossing 
symmetry to obtain the amplitude for the exchange 
force, Fig. 1(c). In analogy with (3.16) we define 

^ l - ( H - M * 2 - L ) / ( 2 g 2 ) , (3.36) 

and introduce the cosine of the angle in the u channel 
evaluated when u=M*2: 

xu~l-(s+M*2-^)/(2q*2). 

Then the partial-wave amplitudes are 

/ Z i * 1 
f (E+M)Qi(x*j 

(3.37) 

4/4TIY 

(2M-M*-W)' 

E*-M 

3xu(W-2M-M*) 

E*+M 

+ (E-M)Ql±l(xs*) 

X 

+ 

r3x„(2M+W+M*) (M*-2M-W)-

+ 
E*+M E*-M 

C f ( £ + M ) ( M * - W - £ * + M ) 

4/ ? * 2 CE*+M)l 2W 

(E-M)(E*-M-W-M*) 

2W 
Vl±l,0 (3.38) 

The first term in (3.38) contains the singularities, and 
of course is identical with that obtained by Frautschi 
and Walecka.10 The second term is a consequence of the 
particular choice of propagator (3.27). I t does not have 
the dynamical singularities, and, as expected, is smaller 
than the first term in the low-energy region.11 

D. p-Meson Exchange 

Only the p-exchange diagram, Fig. 1(b), remains to 
be calculated. The p is described by a wave function 
p / , which is a Lorentz 4-vector and an isotopic 3-vector, 
and is constrained to satisfy the Lorentz condition. 

Then the 7T7rp vertex must have the form 

giipi+piYTipj, (3.39) 

where the components of T are the 3X3 pion isospin 
operators. The constant gi is simply related to the p 
width, and experimentally gi2/47r^2. We shall take the 

10 S. Frautschi and D. Walecka, Phys. Rev. 120, 1486 (1961). 
11 The possibility of a term like the second term in (3.38) 

illustrates the ambiguities of forces due to exchange of high-spin 
systems. I t would not have appeared in a strict 5-matrix derivation 
of the amplitude. Its magnitude is about 20% of the amplitude 
at threshold, which indicates the inaccuracy of substituting a 
pole expression for N* exchange for an exact description of (TT-{-N) 
exchange. 
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pNN vertex to be 
g2'h,1Tii/pfi

i, (3.40) 

although, as for the photon-nucleon coupling, there 
could also be a magnetic-moment-type term. There is 
no good experimental evidence for the magnitude or 
sign of g2. If, as has been suggested, the p meson is 
universally couplied to the isospin current, then12 

S2=£gi. (3.41) 

Equation (3.41) should be modified by form factors, 
which are also unknown. We shall assume that the 
order of magnitude and sign of g2 are given correctly by 
(3.41) and will verify that the solution for the P^ 
amplitude does not change much in the range gigz/^ir 
< 1. The propagator for the vector meson is 

-i{g,v-K,Kv/m
2)/ (K2-m2^ii), (3.42) 

so that the amplitudes corresponding to Fig. 1(b) are 

l\gig2 1 
BP -( 7 

\ - 2 / 
4TT 2q2[l+mp

2/(2q2)-cos82 

Because in the center-of-mass frame, 

/ - W p 2 = = ~ 2 ^ [ l + w p
2 / ( 2 ^ 2 ) ~ c o s ^ ] ) 

the partial waves are 

l\£i£2 1 

(3.43) 

(3.44) 

fi±=-
2/ 4TT 2Wq2L 

(E+M)(W-M)Qi[l+ 
mp

z\ 

2q2) 

+ (E-M)(W+M)Ql±1 
\ 2qVJ 

(3.45) 

The limits of (3.38) and (3.45) for W->Wt provide 
the second and third columns of Table I. 

IV. METHODS OF CALCULATION 

The validity of the picture of the nucleon as a 
self-supporting mechanism depends on whether the 
qualitative description we have presented can be 
confirmed by an explicit numerical computation of the 
TTN scattering amplitude. Therefore, the difficulty of 
making quantitative calculations in strong interactions 
becomes the major obstacle. The best one can do is to 
choose a reasonable approximate method and try to 
understand the nature of its limitations. 

The one we shall use is the familiar "N/D" method, 
which is based on the analyticity and unitarity proper­
ties of the partial-wave amplitudes alone.13 The details 

12 M, GelKMann and F. Zachariasen, Phys. Rev. 123, 1065 
(1961). 

M Q, F, Chew and S. Mandelstam, Phys. Reyf 119, 467 (I960), 

for the TTN amplitude have been worked out by Frazer 
and Fulco,14 Frautschi and Walecka,10 and others,15,16 

who also have shown that W, the total energy, rather 
than s— W2, must be chosen as the independent variable. 
The partial-wave amplitude is written f=ph, where p is 
some kinematical factor, and h as an analytic function 
has only the *'dynamical" singularities and is real-sym­
metric.17 h is then represented by the usual ansatz 

h(W) = N(W)/D(W). (4.1) 

N(W) contains the singularities due to forces, i.e., 
exchange of systems in the t and u channels, and is to 
be determined by them. Both N and D have the real-
symmetric property of h. In most previous calculations 
singularities due to stable ' 'elementary" particles in 
the s channel, such as the nucleon in the pion-nucleon 
amplitude, have been put into the numerator func­
tion.10'16 However, in the present treatment one notes 
that these singularities cannot be thought of as forces, 
for one expects them to correspond to bound states and 
appear as zeros in the denominator function. 

The singularities in N are given in terms of bound-
state poles and scattering amplitudes in the crossed 
channels; i.e., one is to set I m / = A, where A is known in 
terms of the masses and coupling constants of the 
particles involved. We shall call the cuts in N the force 
cuts, the cuts in D the unitary cuts. 

I t then follows that Imh~ A/p, or 

ImN=DA/p, (4.2) 

because D is analytic in the neighborhood of the cuts in 
N. Note that if Z)=0, then ImA^=0, so that a bound-
state pole has a real residue, even if it lies on a cut. 

The most useful form of these equations for the 
present purposes is obtained by denning a function 
B(W), containing the correct force-cut discontinuities, 
but analytic in the neighborhood of the unitary cuts. 
Thus, near the force cuts 

I m 5 = A/p= (ImN)/D=Im(N/D). (4.3) 

The function N—BD has only the unitary cuts U., 
so that N satisfies a dispersion relation of the form 
(provided no subtractions are required) 

1 r B(W')ImD(Wf)dW 
N(W) = D(W)B(W)— / — . (4.4) 

TCJU W'-W 

The D function has two cuts along the real axis, for 
W< — Wt and W>Wh where Wt—M+fi. As a conse­
quence of the reflection rule (3.9), unitarity for both 
cuts can be combined in 

ImD(W+ie) 

= -q(\W\)p(W)N(W)e(\W\-Wt)R{W), (4.5) 

14 W. Frazer and J. Fulco, Phys. Rev, 119, 1420 (I960), 
16 S. W. MacDowell, Phys. Rev. 116, 774 (1960). 
16 J. Uretsky, Phys. Rev. 123, 1459 (1961). 
^ That is, for all complex W, h(W*)=lh(W)l*. 
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where R is the ratio of the total to the elastic cross 
section in the appropriate partial wave and 6 is the 
step function. As a complex function, Nt is analytic 
(and real) along this cut, so that, in integral form, and 
arbitrarily normalizing at W=WQ, (4.5) becomes 

W-W0 r q'N(W')p(W')R(W')dW 
D(W) = 1 / -, (4.6) 

T Ju (W'-W)(W'-WQ) 

provided the integral converges. The contour U is the 
entire real axis except for \W\ <Wu Inserting (4.6) into 
(4.4) one obtains 

1 r q'p{W')N{W')R{Wf) 
N(W) = B(W)+- / — 

irJu W'-W 

X B(W') — 
W-Wo 

W'-W* 
-B(W) \dWf. (4.7) 

Equations (4.6) and (4.7) form a set of equations for 
determining the full amplitude h—N/D. 

The phase factor p(W) must serve both to eliminate 
"kinematical" singularities (which have not been put 
into h), and to guarantee the correct threshold behavior. 
The partial wave threshold behavior f^q21 is not a 
consequence of partial wave unitarity and analyticity, 
although it does follow from the double dispersion 
relations. One is not guaranteed in advance that a 
suitable factor p always exists with both these properties. 

Basic to any approximation scheme is the idea that 
it is most important to know the singularities of the 
functions N and D near the region of interest, namely 
within a few pion masses of the physical threshold. 
The first approximation must be to the unitarity 
condition (4.5). We shall set R(W)=1 for all energies 
W. This is exactly correct in the elastic region, which 
extends almost up to the Pf § resonance. One may hope 
it is reasonable provided one does not attempt to 
understand quantitatively any of the higher resonances. 

Secondly, one must decide which exchange diagrams 
to consider. We wish to include exchange of all systems 
whose mass is of the order of the energy range of interest. 
The nearest singularities are always due to exchange of 
single-particle states; the only one in the present 
problem is the nucleon at 940 MeV in the u channel. 

How can one represent simply the exchange of two-
particle systems, corresponding to the analytic con­
tinuation of the physical amplitudes in the crossed 
channels? We shall adopt the point of view that these 
forces may be very well represented by the exchange of 
the relevant resonances (which we have implicitly 
assumed when we discussed a bootstrap mechanism 
including the A7*), and then make the approximation 
that in the exchange diagrams the resonances may be 
treated like stable particles with real mass. This 
approximation is valid to the extent that the width of 
the resonance is small compared to its position. The 
principal known low-mass pion-pion resonance is the 
p meson at about 750 MeV. In the u channel we shall 

take into account only the P§§ isobar. Diagrams for 
these three forces are shown in Fig. 1. The sum of the 
three Born amplitudes for these forces (multiplied by 
an appropriate kinematical factor) makes up our 
approximation to B(W), 

In a given partial wave, how can one estimate the 
relative importance of the several contributions? 
Because of the denominators in the integrals for N and 
D, one expects the solution to be most sensitive to the 
values of B(W) near the region of interest, at low 
energies. Because the kinematical factor is chosen so 
that the function B(W) approaches a nonzero constant 
at threshold, the value of the various terms at ^ = 0 is a 
simple, yet fairly accurate, guide to the signs and 
relative strengths of the forces, provided the function 
B is reasonably smooth. In particular, if B is negative 
in a large enough region including Wh N will be 
negative, and D can have no zeros, i.e., the "force" is 
repulsive. These are the considerations which led us 
to examine first the threshold values of the Born 
partial-wave amplitudes in order to obtain qualitative 
information about the various forces. 

For our problem we must write equations of the 
type (4.6) and (4.7) for the / = / = £ and / = / = § 
P-wave amplitudes, conventionally denoted fu and /33. 
First we must rind suitable p functions in the two cases. 

The threshold behavior at the beginning of the left-
hand unitary cut is determined by the reflection rule 
(3.9). Therefore, to write (4.2) for the P§i partial wave, 
one may choose the kinematical factor, 

pn(W)=(E-M)/W. (4.8) 

This factor removes the kinematical double pole at the 
origin and also guarantees the correct threshold 
behavior at both the 6*1/2 and Pi ; 2 thresholds. That is, 
the function 

hn(W) = MW)/Pll(W) (4.9) 

is expected to have no kinematical zeros and only 
dynamical singularities throughout the W plane. 

Next we must examine the convergence of the 
integral equations which determine h. The method is 
applicable without introducing subtraction parameters 
only if the integral in the D equation (4.6) converges as 
written. Because p(W) —> J for large W, the integrand 
is proportional to N(Wf)/W, and therefore A7 must 
approach zero for large W. 

Next consider the N equation, which now has the 
form 

1 r qfp{W')N{W) 
N(W) = B(W)+- / 

irJu W'-W 

X 
W-Wo 

B(W') B(W) 
W'-Wo 

\dW. (4.10) 

The convergence of (4.10) depends on the high-energy 
behavior of the Born function B(W), which is a sum 
of terms representing the exchanges of various systems. 
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Consider the Born function /#, which is related to B 
just as / is to h. We have calculated fs from Feynman 
diagrams as if they were elementary particle diagrams. 
This gives each term as a function of s and t or s and u 
of the general form, for exchange of systems of spin j 
and mass m in the u channel, 

W~*(u-m?)-lPj+£l- (s+m2-'Z)/2q"'], (4.11) 

plus terms which diverge more slowly with W. The high-
energy asymptotic form of (4.11) is proportional to 
W2j~2/(u— m2). In particular, the nucleon exchange 
term goes like \/W. S-matrix theory, however, tells 
one the form of the function only near the pole in u> 
and the analytic continuation from the singularity is 
not unambiguous. The Regge pole representation, for 
instance, suggests that the asymptotic form is propor­
tional to Wa(8)/(u—ni2), where a(tn2) = 2j—2, but in 
the physical region u<0, a(u) is always less than \. 
Even in a theory with elementary particles, poles of 
type (4.11) exist at most only for the elementary 
particles themselves, and others produced dynamically 
have damped asymptotic behavior. 

A complete dynamical theory of the low-energy 
properties of a system must come to terms with the 
high-energy problem. It is probably fair to say that 
any calculation of, for example, the nucleon problem is 
not simply a test of the bound-state conjecture, but is 
simultaneously a test of the adequacy of the treatment of 
the high-energy contributions.18 The alternative adopted 
here is to multiply the input functions B(W) by a 
damping factor 

[1+ (W2- Wt
2)/Z2l-1, (4.12) 

which is effective for energies larger than some mass Z, 
hereafter called the cutoff mass. Thus, we remain as 
noncommittal as possible regarding the actual mech­
anisms for damping, hoping that through a single 
parameter the qualitative consequences of the mech­
anisms can be simulated, and that the quantitative 
results do not depend sensitively on the cutoff mass. 

Both theoretical and experimental indications about 
Regge trajectories suggest that the damping mechanism 
becomes operative at energies above a small multiple 
of the nucleon mass. The different exchange processes 
are damped at different rates, but we did not wish to 
manipulate more than one parameter. The most 
reasonable value of the cutoff is presumably lower for 
partial waves dominated by N* exchange than for those 
dominated by N exchange. 

Next let us consider what modifications are necessary 
to calculate the Py amplitude. The basic equations are 
still (4.6) and (4.7). Because the left-hand unitary cut 
now describes D waves, the proper kinematical factor, 
in analogy with (4.8), should be 

Pzz=q2(E+M)/W. (4.13) 
18 Among methods whose cutoff techniques are different from 

ours, we may cite those of L. A. P. Balazs, Phys. Rev. 126, 1220 
(1962); and D. Wong, ibid. 126, 1220 (1962). 

In order for (4.6) to converge now, W2N(W) must 
approach zero. The cutoff B functions will indeed have 
this property, because they are projections from a form 
which satisfies a double dispersion relation, but an 
integral like that in (4.10) cannot decrease faster than 
1/W, except under very special conditions which one 
cannot hope will be met. To write these equations 
correctly one would have to make a subtraction, 
thereby introducing arbitrary parameters. Because this 
obstacle exists only in the Ps* amplitude, which is 
somewhat peripheral to our main subject, we shall, 
like previous authors, go around it.10 If (4.13) is 
replaced by 

Pzz(W) = q2/W2, (4.14) 

the convergence arguments now become identical to 
those for the Pi§ equations. The P3/2 threshold behavior 
is still correct, but the D3/2 amplitude goes like q2 

instead of q4. If one considers only the P waves, the 
error is far away from the region of interest, and the 
approximation has the same validity as the others we 
have made, provided one can verify that the Z>~wave 
amplitude is reasonably small. Of course, our results 
will be meaningless as a calculation of the Z>§§ amplitude, 
whereas the P11 calculation also gives information 
about the low-energy $-wave amplitude. 

To what extent can one use these methods now to 
decide whether the nucleon and the N* resonance alone 
can support themselves dynamically, and if so, what 
masses and couplings a self-consistent calculation 
predicts? One might imagine proceeding in the following 
fashion: Choose a nucleon mass M and a pion-nucleon 
coupling constant g and solve the P§f equations self-
consistently for the mass M* and the width Y of the 
N* resonance. Then use this M* and Y to solve the P11 
equations self-consistently to obtain a new M and g. 
Finally, repeat this sequence for various M and g until 
a completely self-consistent solution for all four 
quantities is reached. 

Although this could be, in principle, a method for 
predicting the nucleon mass from the pion mass alone, 
the necessity of introducing a cutoff in the present 
calculation precludes anything so sensational. Here we 
shall compute the properties of the nucleon and the N* 
separately, assuming the other has been done and taking 
its parameters from experiment. Thus, we cannot 
really predict the nucleon, but will be able to offer a 
quantitative explanation of its dynamical origin.19 

V. RESULTS OF THE CALCULATION 

A. The Pu Partial Wave 

We are now prepared to solve (4.6) and (4.10) to 
find the P§§ amplitude, which has been defined as 

/*33= (JW)/33=/33/p33=iV33/£33. (5,1) 
19 The plausibility of such a "reciprocal bootstrap" mechanism 

has been suggested by Chew, using an effective-range-type argu­
ment. G. F. Chew, Phys. Rev. Letters 9, 233 (1962). 
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FIG. 3.t The three 
contributions to the 
Born function B(W) 
for the P§§ partial 
wave, in pion mass 
u n i t s , a n d w i t h 
experimental masses 
and couplings. 

For given input, a resonance occurs at M* when 
ReZ)(M*) = 0, near which 

fo*(W) 
N(M*)/ReD'(M*) 

(W--M*)-iq*p(M*)N(M*)/ReD'(M*) 
(5.2) 

By comparing this with (3.34) and (3.35), one obtains 
the width: 

r = -2g*W(M*)/Af*2 ReD'(M*). (5.3) 

The three contributions to the function Bzz(W) are 
shown in Fig. 3. Nucleon exchange is indeed the most 
important, and it is not surprising that the gross 
features of the P|§ resonance have been explained in 
terms of this force alone. Figure 4 illustrates the 
method of searching for a self-consistent resonance at a 
particular cutoff value. Here we have used Z = 10M, or 
about 9.4 BeV. The nucleon and p constants were 
chosen at their physical value [and to satisfy (3.41)]. 
B33 was calculated for a variety of masses If* and 
widths T. For each input T, we found an "output" 
position and width, which is plotted as a function of the 
"input" mass in Fig. 4 for a sequence of widths. 

The solution can be self-consistent only when a 
curve crosses the dashed diagonal line, along which 
input mass equals output mass. For each width one 
thus finds a self-consistent mass. The correct self-
consistent solution occurs where the output width at 
this mass equals the input width. 

For the problem of Fig. 4, the solution is self-con­
sistent when M*=1160 MeV and T - 4 9 MeV. The 
value of T is not so far off as it might seem, because it 
is related to the residue by a kinematical factor contain­
ing g*3. Define instead a constant proportional to the 
residue at the N* pole: 

G=M*2T/2q*K (5.4) 

Experimentally G is about 8.5. The value T = 49 MeV 
at M*= 1160 MeV corresponds to a G of about 11. 

The "low-energy" approximations, especially to the 
unitary condition, should not be so good at W=M* 
as they are at the nucleon mass. Furthermore, in the 
Pfl problem, the divergent behavior of the N* exchange 
was not fully offset by the damping factor. The lowest 
cutoff mass for which a solution could be found was 
SAT =-7,5 BeV. Of course, the effective cutoff for N* 

TABLE II. 

Cutoff 
(MeV) 

7500 
8450 
9400 

Self-consistent mass 

Mass 
(MeV) 

1300 
1186 
1160 

and width of N* 

Width 
(MeV) 

293 
82 
49 

resonance. 

G 

10.0 
9.2 

10.0 

exchange should be lower than that for TV exchange, as 
noted earlier. 

The self-consistent results for three cutoff values are 
summarized in Table I I . 

I t has long been known that one could explain the 
gross features of low-energy wN scattering, namely, the 
existence of the P^ resonance and the relation between 
its width and position, by considering nucleon exchange 
as the only, or at least the principal, attractive force.20 

Therefore, for comparison of our calculation method to 
earlier ones we have also solved our equations without 
a cutoff including the nucleon exchange force alone. 

The solution for the phase shift in this case is shown 
in curve I, Fig. 5. The D function has a zero at about 
1064 MeV, i.e., slightly below threshold. That is, the 
undamped nucleon force is strong enough to predict 
not a resonance but a bound state. I t is instructive to 
compare this result with the calculation of Frautschi 
and Walecka.10 They used an N/D method and wrote 
down essentially the same equations; but whereas we 
have solved the integral equation numerically, they 
approximated B by a few poles and then solved the 
coupled equations algebraically. Their result is curve I I 
of Fig. 5. They, indeed, found a resonance, but only 
slightly above threshold and still well below the 
observed value. Nevertheless, the similarity of curves I 
and I I is encouraging to those who try to get a semi­
quantitative idea of the solution to equations like the 
coupled N/D equations by approximating the integral 
by a few wisely chosen poles, 

If the nucleon is a bound state, it is not surprising 
that the undamped force predicts a resonance at too 
low a mass. For a composite particle the short-range 
or high-energy part must be damped, i.e., there should 
be a cutoff even through the equations are soluble 

FIG. 4. Output 
position of the P$% 
resonance as a func­
tion of input posi­
tion, for four dif­
ferent input widths, 
computed with the 
cutoff parameter Z 
taken to be 10 nu­
cleon masses. The 
output widths at the 
self-consistent mas­
ses are indicated 
along the diagonal 
line. All widths are 
m MeV. 

> 
0) 

1200 
Input M*, MeV 

> G. F. Chew and F. E. Low, Phys. Rev. 101, 1570 (1956). 
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without one. The correct force is, therefore, not so 
attractive, and the true position of the resonance is 
higher than predicted in this way. 

The other calculation we shall compare with is the 
calculation of the P$§ amplitude by means of the 
"determinantal" method. This type of calculation was 
first done by Baker21 and by Bali et al.22 One may think 
of this approximation as the first order of an iterative 
solution to our N/D equations. If in zero order iV"o==0 
and Z)o=l, (4.6) gives in first order Ni=By and Dx 

follows from (4.7). To insure approximate crossing 
symmetry over the short cut, which is due to nucleon 
exchange alone, one must subtract at W=M. The dis­
continuity across the whole force cut is then Im(B/D), 
whereas in the coupled equations it is just ImB. 
Because from (4.7) it follows that D(W) approaches 
infinity logarithmically for large W, the effect of this 
first-order approximation is to make the force less 
attractive; i.e., the same effect as a cutoff, and, therefore, 
a higher position will be predicted for the resonance. 
The phase shift calculated in this way is shown in 
curve I I I , Fig. 5. Our result is slightly different from 
Ref. 21 and 22, because we have used a different value 
for the TTN coupling constant in order to compare with 
the other curves; the calculation predicts a resonance 
at about 1540 MeV. 

B. The P H Partial Wave 

Let us now turn to the calculation of the self-con­
sistent nucleon pole in the F\\ channel. We assume the 
resonance to have been found exactly and carry out a 
similar computation for the nucleon. The P\\ amplitude 
is defined as 

hn(W) = Nn/Dn=Wfn/(E-M). (5.5) 

If one finds D(Mo) = 0, with Mo below the physical 
threshold, there is a Pi/2, I=i, bound state coupled to 

ItJU 
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FIG. 5. The P& TTN phase shift calculated from undamped 

nucleon exchange alone, as a function of the center-of-mass energy 
W. Curve I is our numerical solution of the integral equations. 
Curve II is the pole approximation to the same equations by 
Frautschi and Walecka. Curve III is a first-order "de t e r m in an-
t a l " calculation. 

FIG. 6. The three 
contributions to the 
Born function B(W) 
for the Ptf partial 
wave, in pion mass 
units, and with ex­
perimental masses 
and couplings. 
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21 M. Baker, Ann. Phys. (N. Y.) 4, 271 (1958). 
22 N. Bali, C. Garibotti, J. J. Giambiagi and A. Pignotti, Nuovo 

Cimento 20, 1209 (1961). 

W 

the pion and nucleon with pseudoscalar coupling 
constant 

g 2 / 4 7 r = = _ N(Mo)/D'(Mo). (5.6) 

One does not expect to find an additional particle, 
but rather to identify the bound state with the nucleon 
itself. Therefore, one must require Mo—M. 

Figure 6 shows the contributions to Bn(W). One may 
verify that the contribution of the nonsingular poly­
nomial term to the iV* exchange force is indeed, as 
hoped, a small fraction of the total. 

Notice from Fig. 6 that the p-exchange force is quite 
small for reasonable values of the couplings. I t s con­
tribution to the self-consistent solution will be almost 
negligible. [Chew has shown that in an effective-range 
approach the p contribution vanishes near W=M19; 
the same conclusion can be reached by taking the 
appropriate static limits in (3.44).] This is a fortunate 
circumstance, for then the solution will depend very 
little on the unknown p-nucleon coupling and the form 
factors. 

The N* exchange is now the dominating force. Thus, 
the nucleon cannot be self-supporting, as in a first 
approximation the p meson may be imagined to be, but 
the nucleon and the N* can support each other. The 
nucleon-exchange force is, however, not negligible, and 
cannot be ignored. The method of computation is 
analogous to that in the preceding section, except that 
here the variable mass M appears as the mass of an 
external particle as well as of an exchanged particle. 

We found, as anticipated, that solutions exist for 
rather lower cutoff values than were necessary for the 
P%\ problem; this too is fortunate, as the ambiguities 
connected with the iV* exchange are diminished. 

The method of searching for a self-consistent solution 
is identical to that used in the iV* calculation. Figure 7 
shows a typical self-consistency plot, for a cutoff of 
2.82 BeV. The mass of the output pole is plotted against 
the mass of the input pole for a range of coupling 
constants. Self-consistency is attained for M"=887 
MeV, g2/47r= 19. 

The principal result is contained in Figs. 8 and 9, 
which show self-consistent mass and coupling constant 
versus cutoff. The two curves in Fig. 9 correspond to 
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FIG. 7. Output 
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three input coupling 
constants G=g2/4w, 
with cutoff param­
eter 2.82 BeV. Out­
put g2/47r at the 
self-consistent mas­
ses is indicated along 
the diagonal line. 

two values for the p-nucleon coupling. The correspond­
ing two curves in Fig. 8 would not be distinguishable in 
this scale. 

There are several ways one might approach these 
results. At one extreme one may inquire how accurately 
this calculation has succeeded in predicting M and f/^ir 
theoretically; or one may be much less ambitious and 
simply ask to what extent the results of Figs. 8 and 9 
confirm the qualitative conjectures concerning the 
composite nature of the nucleon. 

The first question is difficult to answer, for one has 
no way of knowing at present which value of the cutoff 
is preferable, beyond a qualitative idea that it is more 
likely to be 3 or 4 nucleon masses than 30 or 40. In a 
cutoff range 2 to 5 BeV, the coupling and the mass 
difference M*—M vary by about a factor of 2 on 
either side of the experimental values. Whether one 
thinks this is a quantitatively good result or not depends 
on one's expectations. 

On the other hand, if the nucleon were truly elemen­
tary, we would have had no reason to expect any 
correlation at all between the observed nucleon param­
eters and the results of this type of calculation. 

The numerical computations were done on the IBM 
7090 at the Lawrence Radiation Laboratory. The 
integral in the N equation was approximated by a 
finite sum according to Simpson's rule, and the resulting 
matrix equation solved by the subroutine MATINV. 
The matrix sizes found to be practical ranged from 
60X60 to 80X80. The computing time for all the 
calculations described in this paper was about 1 h, not 
including time wasted by programming errors. We are 
obliged to David Wong for discussions about numerical 
methods. 

VI. THE A AND X HYPERONS 

If all particles are composite, one should be able to 
predict or at least explain them all by calculations 
related to the one just presented for the nucleon or to 
the previous vector meson calculations. In this final 
section, we shall discuss briefly and in less quantitative 
detail a possible dynamical explanation of the X 
hyperon. 

The lowest mass two-particle system in whose 
scattering amplitude the 2 may appear as a pole is the 
TTA system. The nearest force-type singularities are due 
to 2 exchange in the u channel, so that one has a 
bootstrap-type situation. 

What can one say about the AS parity? If it is even, 
then the system closely resembles the wN system we 
have just studied. In that case the TTAS vertex is 

ig*A^A75^sir+H.c., (6.1) 

and the partial wave Born functions are 

y (W)=t±L l(E+M)(W+Y-2M)Qi(x) 
4x AqW 

+ (E~M) (W+2M- Y)Qi±1{x)-], (6.2) 

where now E and M refer to the A, and F is the S mass. 
x is defined by (3.16), but with M2 replaced by F2. 
For Y=M, (6.2) reduces to (3.17) without the isotopic 
factor. Under the even-parity assumption, one expects 
to find the S in the Pi /2 wave of the TTA system. But the 
force from (6.2) is repulsive in the Pm wave, in contrast 
to the analogous TTN situation which is affected by 
isotopic spin factors. At first sight, this might suggest 
the parity cannot be even; but experience with the 
nucleon problem shows that 2 exchange may produce a 
large P3/2, 7=1 , resonance. The obvious candidate is 
the Fi* resonance at 1385 MeV and width about 
50 MeV. 

The force due to Fi* exchange is given by a formula 
exactly like (3.38) except that the isotopic factor is 
omitted, and M and M* now refer to the A and F*, 
etc. The constant C is related to the F* width by 

~i r* 
Nucleon mass 

-J I I L. 

FIG. 8. Self-con­
sistent nucleon mass 
as a function of cut­
off parameter Z. 

C=M*T/q* (6.3) 

Z,BeV 

This force may be sufficiently attractive in the i \ /2 

state to overcome the 2 exchange repulsion. Therefore, 
a bound state can perhaps still be managed here, 
because less binding energy is necessary than in the 
nucleon case where it was constrained to be exactly 
one pion mass. 

The numerical basis for these remarks is contained 
in the first two rows of Table III, which is an abbre­
viated crossing table for TTA interactions. As in Table I 
the entries are the threshold values of Born amplitudes, 
except for the momentum factor, giving the sign and 
strength of the relevant exchange forces. We have set, 
rather arbitrarily, g2/47r=14. 
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FIG. 9. Self-con­
sistent TVN coupling 
constant g2/4w as a 
function of cutoff 
parameter Z, for two 
values of the pN 
coupling constant g2. 
Curve I, g< 
II, £2 = 1. 

TABLE III. Threshold values f/q21 in pion-lambda amplitudes. 

Partial 
wave 

2 
exchange 

Yi* 
exchange 

Assumed 
AS parity 

P3 / 2 (Fi* channel) 
P1/2 (2 channel) 
P3/2 (Yi* channel) 
5i/2 (S channel) 

2.2X10-2 
-1.1X10-2 
-I .6XIO-2 

6.OXIO-1 

5.7X10-3 
2.9X10-2 
5.7X10-3 

-4.1X10-1 

+ 1 
+ 1 - 1 
- 1 

If, on the other hand, the 2 parity is odd relative to 
the A, the 7rA2 coupling would be scalar, and the factor 
iy& should be omitted from the vertex (6.1). The Born 
functions can be obtained simply by changing the sign 
of Y in (6.2), and now one looks for the 2 pole in the 
6*1/2 amplitude. In this state the force is moderately 
attractive and, with a sufficiently large coupling 
constant, a self-consistent solution can be obtained. 
(We have obtained one by a determinantal computa­
tion.) The exchange of a P3/2 resonance is repulsive in 
this state, but not necessarily enough to overcome the 
2-exchange attraction. 

On the other hand, the force in the P3/2 state is 
strongly repulsive. Therefore, unless the P3/2 spin and 
parity assignment for the Fi* turns out to be incorrect, 
we can predict with some confidence that the A2 parity 
is even, and that the dynamics are similar to those of 
the pion-nucleon system. These remarks are illustrated 
by the last two rows of Table I I I , which gives the 
crossing relations for the negative-parity case in the 
relevant partial waves. We have taken g2/47r=l.23 I t 
should be noted that the § and \ threshold values are 
not really comparable. 

With even AS parity the similarity between the one-
channel 7rA problem and the irN problem is so close 
computationally that only trivial modifications of the 
computer programs were necessary to solve these 
equations as well. We have attempted to find the Py2 
bound state only, and put in the properties of the A 
and Fi* from experiment. The 2 mass and the 7rA2 
coupling constant were looked for self-consistently as a 

FIG. 10. Output 
versus input 2 mass 
for three input irKL 
coupling constants 
with cutoff param­
eter taken to be 5 
lambda masses. Out­
put coupling con­
stants at self-con­
sistent masses are 
indicated along the 
diagonal line. 

noo 
Input 2 Massv MeV 

function of cutoff. A minor simplification is that there is 
no force corresponding to p exchange, because the p 
meson cannot couple directly to the A. 

The computation was done for a range of coupling 
constants, and graphs like Fig. 7 were drawn. Figure 
10 shows the results for cutoff at about five A masses, 
or 5.6 BeV. The self-consistent 2 mass is 1180 MeV, 
and g7rAs2/47r= 18.5. The experimental 2 mass is about 
1190 MeV. 

A self-consistent solution could be found only in 
the immediate neighborhood of this (quite reasonable) 
cutoff value, so that no graphs such as Figs. 8 and 9 
can be presented for this problem. In any case, this 
calculation can only be considered as a partial illustra­
tion of the dynamics of the 2 problem. We have omitted 
an important effect which has no analog in pion-nucleon 
scattering; namely, the competing 7r2 state. The 
elastic unitarity relation, as written, is correct only for a 
rather small range of the physical region. A quantita­
tively correct treatment must doubtless include 7r2 
scattering and 7r2—7T2 transitions as well, and include 
2 , A, and Fi* exchange in all channels. Such a problem 
might be framed in a matrix ND~X formalism. 

The A pole can appear only in elastic 7r2 scattering, 
which is, therefore, a one-channel problem; but one 
cannot solve this problem alone for the lambda as a 
bound state, because the xS2 coupling is also unknown. 
To obtain enough conditions to be able to find all the 
quantities self-consistently, one must simultaneously 
solve the two-channel 1=1 problem and the one-channel 
7 = 0 problem. The 2 and A would then both be found 
as self-supporting bound states. 

We are indebted to F. Zachariasen for many discus­
sions on the topics in this paper. 

APPENDIX. PION-NUCLEON KINEMATICS 
AND NOTATION 

First, we identify the principal symbols we have used. 

23 The choice of the value of the scalar coupling constant is 
arbitrary. Because it is related differently to the residue at the 
pole, its value must be rather smaller than a pseudoscalar coupling 
constant to produce forces of similar magnitude in the crossed 
channels. 

ju=pionmass, M-
2>2M2+2M

2, 0= 
M* = N* (or Fi*) mass, T-

g = irN coupling constant, gr-
g2=pN coupling constant, q • 
W = to ta l c m . energy, E-

0= cm. scattering angle, Wt
z 

WQ= subtraction energy, Z-
mp=p mass. 

= nucleon (or A) mass, 
= (M2-M

2)2 , 
= iV* (or Fi*) width, 
= 7rp coupling constant, 
= c m . momentum, 
= nucleon (or A) energy, 
= threshold energy, 
= cutoff energy, 
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E*, q*, etc., are the values of E, q, etc., evaluated for 
W=M*. We use a Lorentz scalar product in which 
x-y=(xPyP—x*y=ocftgpVyp, and then define the Dirac 
gamma matrices by 

The incident and final four-momenta of the pions 
are ph p%, respectively, and of the nucleons are p^ p4. 

The scalar invariants are 

s=(pi+p2)\ t={pi-pz)\ u^{pl~p,)\ 

which satisfy 

In the center-of-mass system, 

/= -2^ 2 ( l - cos^ ) , 

«==E-s+2q2(1-cos0), 

COS(?=l~(5+W"D/2g 2 , 

(W±M)*-n* 
E±M~-

2W 

We define the positive-energy Dirac spinors by 

(y.p-M)w(p) = 0, 

normalized so that fflw— 1, and set 

Q=h(pi+P*)., 
7 5 = ^ 7 1 7 2 7 3 7 4 . 
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A kinetic formalism including a Boltzmann-like equation is introduced to study classical condensation 
phenomena in gases. Force laws which include a repulsive core together with an r~N attractive tail are 
examined for all integral N greater than unity. The theory considers perturbations whose wavelengths are 
large compared to the diameter of the core. The results fall into two categories depending on whether iV<3 
or N>4, respectively. For the first class of long-range forces, there are no stable thermodynamic states. 
For the second class of short-range forces, phase-equilibrium curves are found which are in accord, qualita­
tively, with classical results. In the limit as N—><*>, all states are stable. A discussion of the effects of 
random collisions is included. 

I. INTRODUCTION AND SUMMARY OF RESULTS 

THE principal formalisms by which gas condensa­
tion has, in the past, been investigated separate 

into three distinct areas of study. The widest of these is 
the statistical-mechanics approach1-8 which, in turn, is 
centered about the construction of a partition function 
or higher order virial coefficients. A second formalism is 
that of Becker and Doring9 which is concerned primarily 
with the development of droplets in a condensing gas. 
A third avenue of investigation is a fluid-dynamical one 
which was first suggested by Jeans10,11 in studies of 

* Permanent address: Physics Department, New York Uni­
versity, New York, New York. 
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gravitational instabilities. In the present analysis 
another kinetic formalism is initiated, which is centered 
about a Boltzmann-like equation. This equation stems 
from the first-order reduced Liouville12 equation and is 
derived (cf. Appendix) by expanding the integral over 
the two-particle interaction in terms of the correlation 
between the particles. The lowest order equation so 
obtained contains a collective force term over non-
correlated particles.13 

This equation is used to uncover the stability of 
Maxwellian equilibrium states. If these instabilities are 
interpreted as being the origin of condensation phe­
nomena (gas —> liquid), then the related stability criteria 
readily yield phase-equilibrium curves. That this is 
indeed the case has been demonstrated14 (to within 
second-virial-coefficient standards) through exhibiting 

12 H. Grad, in Rarefied Gas Dynamics, edited by F. M. Devienne 
(Pergamon Press, Inc., New York, 1960). 

13 I t should be noted that the distribution function of the Boltz-
mann equation is a truncated one [Ref. 12] (expectation of finding 
no particles within a certain distance of particle i, with particle i 
in a given state), while the distribution function in the present 
work is the standard reduced distribution. 

14 R. L. Liboff (to be published). 


