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We continue the development started in the preceding paper, in which we treated the many-body problem 
by separating the motion into an oscillatory part 5x», 5pt-, and a nonoscillatory part X% P», the latter 
being obtained by a noncanonical transformation from x», p»- which is just so tailored as to project out the 
oscillatory features from x», p;, and thereby "projecting'' x», p» onto the equilibrium variety 7k (x*', pi) = 0 
(where Jk is the oscillatory action variable) in phase space. In this paper, we first develop a condensed 
notation in phase space which facilitates calculations. With the aid of this notation, we then give our results 
a simple geometrical interpretation in phase space by introducing a certain canonically invariant metrical 
tensor Oij. This tensor (which is antisymmetric) does not yield the usual orthogonal or pseudo-orthogonal 
metric, but rather, what is called a "symplectic metric" (i.e., invariant to the symplectic group of trans­
formations). One then sees that the projections that we make are "orthogonal/' in the symplectic sense, 
to the equilibrium varieties. Likewise, one can see quite generally, that the entire canonical formalism, 
including the Poisson brackets and the Hamiltonian equations of motion, reduces to simple geometrical 
relations in phase space, the form of which is suggestive for possible further developments, especially with 
regard to the treatment in higher approximations. We apply our ideas to the electron gas, and illustrate the 
dynamics of the plasma with the aid of a comparison with a simple two-dimensional model, possessing all the 
essential features described above. In this way, we are able to understand many of the basic features of the 
plasma motions, in terms of concepts such as the generalization of the notion of centrifugal force and 
Coriolis force to phase space. By going over to a local geodetic frame in the equilibrium variety, we are led 
in a natural way to the concept of a set of "quasiparticles" for the plasma. If the number of collective 
oscillatory coordinates is s, then there will be 3N—s of these "quasiparticle" coordinates. The latter do not 
represent any of the actual original particles out of which the system is constituted, but rather, they represent 
effective pulse-like distributions of charge, which move together in a correlated way so as to resemble an 
actual particle in many respects. 

1. INTRODUCTION 

IN a previous paper1 (to be denoted by I), we have 
developed a method for drawing conclusions about 

the over-all dynamical properties of a many-body sys­
tem on the basis of a knowledge of oscillatory or col­
lective variables. In particular, we have shown that if 
there are canonical pairs Qk and Pk, oscillating with 
angular frequencies o>k, then there exists a separation 
of the motion x*(0, p»(0 into two parts. One part, 
8x\ dpi given by Eq. (3.6) of I, is purely oscillatory, 
and the other part X*, P; given by Eq. (3.5) of the 
same paper, is the purely nonoscillatory part, which 
was seen to correspond to a special equilibrium solu­
tion, so chosen that 5x\ 5p4- will never contain secular 
perturbations. 

We shall begin by reformulating the results of I in a 
condensed notation which, firstly, will make it easier 
to treat the dynamical problem an,d secondly, will be 
needed for the discussion of the geometrical ideas to 
come later. We will show in terms of this notation 

* This research was supported by the Department of Scientific 
and Industrial Research of the British Government while the 
author was at Bristol University, England, and by the U. S. Air 
Force Office of Scientific Research and the National Science 
Foundation. 

i D. Bohm and G. Carmi, Phys. Rev. 133, A319 (1964), hereafter 
referred to as I. 
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that the equations of motion of the purely nonoscilla­
tory part X*, Pi are the same as those of an actual 
motion of the systems, thus justifying our use of X*, P4 

as a " comparison motion" which remains near to the 
actual motion. 

We then go on to give an interpretation of our pro­
jective method in terms of the geometry of phase space. 
By a consideration of the expressions for the Poisson 
brackets and the equations of motion, we are led to 
introduce into phase space a certain metrical tensor, 
which is invariant to a general canonical transformation. 
This tensor does not yield the usual kind of orthogonal 
or pseudo-orthogonal metric, but rather, what is called 
a "symplectic"2 metric (i.e., a metric invariant to the 
group of symplectic transformations). With the aid of 
this tensor, our method of separating variables into 
dynamically independent parts can be interpreted as 
the dropping of a "perpendicular," in the symplectic 
sense, from an arbitrary phase point x*, p* to the 
"projected point" X*, P t in the equilibrium variety. 
Thus, the metric specializes the projection from a 
general one to a "perpendicular" projection in the 
symplectic sense. This procedure, which is canonically 
invariant (and, therefore, consistent with the time 

2 F. D. Murnaghan, Comm. Dublin Institute Advanced Studies, 
Ser. A, No. 13, 1958 (unpublished). 
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evolution of the system) can thus constitute a simple 
geometrical interpretation of the split in the motion. 

In Sees. 4, 5, 6, we then apply these ideas to a dis­
cussion of the electron gas. In particular, we show that 
our geometrical notions allow a simple and intuitively 
highly suggestive interpretation of the dynamics of the 
electron plasma in terms of concepts such as Coriolis 
and centrifugal forces in phase space, stable spiraling 
motion on a "hypercylinder," about an equilibrium 
variety as "axis," etc. A comparison with our simple 
two-dimensional model of Sec. 2 of I shows that the 
latter reflects to quite an appreciable degree the essen­
tial physical features of a many-body problem, as 
looked upon from the point of view of collective co­
ordinates (or conservation rules). 

2. DISCUSSION OF SEPARATION OF THE MOTION IN 
PHASE-SPACE NOTATION 

Let us begin by recalling the definition of oscillatory 
and nonoscillatory parts of the motion, which corre­
spond to the existence of s canonical pairs Qk, Pk of 
oscillatory variables. [See Eqs. (1-3.5) and (1-3.6)]: 

i ' 

/dQk dPk \ 
a p < = £ ( — P * # k ) , 

kVdx1 dx1 / 

dQk 

dpi 

dPu 
(2.1a) 

SF=T, (LF,P J e k - [ F , Q k ] P k ) , (2.1b) 

/ * > 
X ' = x ' + E ( — P k - — ( 2 k ) , 

k\dp»- dp; / 

/dPk 
P<=PrKE: — 0k-4 

k Vdx* 
dx' -4 

(2.1c) 

In order to avoid the need to write out x*, p4, Pk, and 
Qk separately, we now introduce another notation, in 
which we represent the phase point by a single symbol 
z\ having twice as many dimensions as there are de­
grees of freedom. The first set of indices (up to 3N, 
the total number of degrees of freedom) will be taken 
to represent the coordinates x* while the second set 
(equal in number) will represent the momenta p*. 
Similarly, we represent the oscillatory variables Qk, Pk, 
by the symbol (>, where the index fi has 2s values, the 
first s values representing the Qk and the second s 
values representing the Pk. In this notation, the Poisson 
brackets of any two variables F and G have the 
simplified form 

zN/dF dG dF dG\ eAT dFdG 
[ M = E ( : ) = 2 : o « — — > (2.2) 

«-i\dx*dpi dpidxv *,J-I dzxdz* 

where Oij is a matrix, whose elements are all zero, 
except those connecting x* and p*. These latter are ± 1 , 

being + 1 if the index i is associated with a coordinate 
x* and j with momentum py, and — 1 if the association 
is the other way. Or, in matrix form, 

0= 

1 
0 
0 

1 
0 
0 

0 
- 1 

0 

0 
0 

- 1 

(2.2a) 

Henceforth, we shall make use of the summation con­
vention, viz., "dummy" indices appearing both in an 
upper indexed quantity and a lower indexed quantity 
are to be summed over. Thus, 

[P,G>0*>-
dFdG 

dz% dz* 
(2.2b) 

Here, it should be noted that previously only con­
figuration space could be endowed with an invariant 
geometrical meaning, and hence pt- had to be visualized 
as a vector imbedded in configuration space, and in 
that case, it was necessary to regard pz- as a covariant 
vector, to be represented by a lower index. But now, 
pt- is being taken on the same footing as x*, the two 
together forming a 6A^-component vector zl in phase 
space, the invariant geometrical meaning of which will 
be discussed in Sec. 3. zl is then the contravariant vector 
in phase space, while a typical covariant vector is given 
by (dF)/(dzi)i where F is a "scalar" function. 

We shall also have at times to express sums of upper 
indexed quantities, and in order to facilitate this, we 
shall introduce the symbol 0#, defined by 

OtfO'*=fc*. (2.3) 

By an elementary calculation, one obtains 

Ou^-O*. (2.3a) 

In this notation, the equations of motion for a general 
dynamical system take the form 

#=()*>'(dH/dzO, (2.4a) 

F= 0*t(dF/dz*) (dH/dzi), (2.4b) 

where F is an arbitrary function of z\ 
We now apply this notation to our formulas of 

separation of the motion into parts. First, we apply 
(2.2b) to (>, obtaining 

IQ",Q'1 = Oi>'(dQ"/dz<) (dQ'/dzO = 0*>, (2,5) 
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where O" is the same kind of antisymmetric matrix as 
0i3\ except that its indices apply to the set of canonical 
variables (> instead of the set z{ and, therefore, the 
matrix O" is a 2sX2s matrix only. In a similar way, we 
can introduce the lower index symbol 

O ^ - O " , (2.5a) 

which fulfills 

OflvO
v<x=8l/*. (2.5b) 

With this notation, the equations (2.1) take the more 
abbreviated form 

dzi=Oi>'OvQ»(dQ''/dz>'), (2.6a) 

dF=Oi*OluQ''(dF/dzi) (dQ'/dz*), (2.6b) 

Zi=zi-Oi>'Oll1Q'>(dQv/dz''). (2.6c) 

The above is, of course, correct only in the linear 
approximation. To go on to higher orders, we note that 
an infinitesimal canonical transformation with generat­
ing function V can be expressed, in the present nota­
tion, as 

(zy-z^Wt'XdV/dzf). (2.7) 

By repeated application of this transformation and 
by finally allowing the parameter X to vary with z\ we 
can show that the nonlinear transformation (1-4.6) is 

dQv 

Zi=zi+OijOliVQ<i 

dz* 
dQP d2Qa 

+hOi3'0»vO
klOa{iQ»Q« + • • • , (2.8a) 

dzl dzkdz> 

dQv dF 
{F]=F(Z*) = F(z<)+OiiOr&'> 

dQ? d /6QV dF\ 
+\OijO,vO

klOa^Qa ( ) + • • • . (2.8b) 
dzl dz*\dz ' dzV 

We also could have obtained (2.8), as in I, by means 
of a Taylor expansion in Qk, P* around the point z\ 
Thus, the coefficients of the various powers of (> in 
these expressions should be functions evaluated at the 
expansion-point z\ However, it is often convenient to 
have an expansion in which the coefficients are evalu­
ated at Zl. If (as is usually the case) we need only go 
to second order in (>, then the coefficients of Q*Qa can 
already be evaluated at Z* [and thus be replaced, as in 
the notation introduced in I (Sec. 3), by "f | " quan­
tities]. However, the coefficients of (> may contain 
first-order terms. Thus, in (2.8b) we can take G t / 
= {dQv/dzi){dF/dzi) and expand it by applying (2.8b) 
again, setting F=G. Here, it will be sufficient to go to 
first order in Q, because G is already multiplied by (>. 

We have 

dQvdG 
| G 1 E E E G ( Z O = G ( S O + O * > O ^ 

dz* dzl 

-c<z , )+o"D'4flQ' w 

We see that the effect of inserting the value of G(z*) 
obtained from this equation into the first-order term 
of (2.8b) is just to reverse the sign of the second-order 
term and to take the " I I " of all coefficients. Thus, 

The application of the above to the case F(zi) = zi 

yields 

\\ . (2.9c) 
dzlJldzhdzi 

As a special case, we can apply the above equations 
to the Hamiltonian H(zi). We begin by applying (2.9b), 
with F=H. The first-order term of the resulting expan­
sion will be proportional to Oi'{(dQ'l/dz{)(dH/dz>)}. 
By Eq. (2.4a), this is equal to {(dzi/dt)(dQ»/dzi)} 
= ldQ*/dt\ and by definition {dQ^/dt^O, since the 
equilibrium hypersurface <2M=0 is, by hypothesis, a 
constant of motion. Thus, the first-order term in the 
expansion (2.9b) of H must vanish. As a result [as we 
have already indicated in I (Sec. 4) ] , the expansion 
of the Hamiltonian begins with second-order terms. We 
have (to second order): 

H(z*)9*H(Z<)+$0*f0rJ0kl0afi 

rrdQ? d /dQ'dH\n 
X\\ ( ) f G ^ * . (2.10) 

Hdz1 dzk\dz>' dzvJi 

The coefficients are, in general, slowly varying func­
tions of Zl (in many cases of physical interest they do, 
in fact, turn out to be constants). 

From the above (approximate) Hamiltonian one can, 
in the manner described in I (Sec. 4), obtain the equa­
tions of motion, provided that one first evaluates the 
Poisson brackets £Za,Zb']. Thus, the equations of mo­
tion of the Za can be obtained from Za=[_Za,H~] by 
using (2.2b) and (2.10). Since Z° has a zero Poisson 
bracket with (>, the second part in (2.10) does not con-
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tribute in the linear approximation, and we have 

Za=Oi3'-
dH(Zb) dZa 

dzJ' dzl 

f dHy\dZbdZa d{H} 
\\ = [2*,Z«]. (2.H) 

dZbMdtf dz{ dZb 

In Appendix A it is shown that 

dZb dZa 

lZb,Za~\ = Oi?' - = O^PihPja, (2.12) 
dz* dz* 

where P / = (dZa)/dz3' is a projection matrix which 
projects to zero any vector ua which is normal to any 
of the surfaces @a=0, and leaves unchanged any vector 
which is normal to £= const., J being any of the residual 
(noncollective) variables. Since H(Z) is a function of 
the £ only, dH(Z)/dZb will be unchanged by P;6, i.e., 

d{H} d{H} 
Za= QHpfp.bp.b ^ QiiPj*-

dZb 3Zi 

It is further shown in Appendix A that the matrix 
Oi]Pja (contravariant in its two indices i and a) projects 
to zero any covectors which are normal to the surfaces 
Qot=0, and turns any vector which is normal to £ 
= const., into its corresponding contravector. Thus, 

Z^O^dlHl/dZ1). (2.13) 

Remembering that {H}=H(Z), i.e., the original 
Hamiltonian evaluated at the projected point Z, and 
that (2.4a) are Hamilton's equations of motion in our 
condensed notation, we see from (2.13) that the pro­
jected motion Zl(t) is itself a possible motion of the 
system. This was shown here by expanding the Hamil­
tonian (2.10) about the equilibrium surface and using 
the correct Poisson brackets. As was already emphasized 
in I (Sec. 4), this result could have been foreseen by 
noting that Qa=0 will be a possible solution for the 
oscillatory variables, in which case we will have Zi=z\ 
so that Z{ is a possible solution. 

The advantage of writing the equations of motion in 
the form (2.11) will become clear once the full power 
of the geometrical interpretation (to be developed in 
Sec. 3) is utilized for further developments of the theory. 

3. GEOMETRICAL INTERPRETATION OF THE 
SEPARATION METHOD IN PHASE SPACE 

In this section, we shall show that our method of 
separating dynamical variables into oscillatory and non-
oscillatory parts can be interpreted as a factorization 
of phase space into a direct product of mutually or­
thogonal subspaces, provided that the orthogonality is 
defined on the basis of what may be called a "sym-
plectic" metric, whose (canonically invariant) metrical 

tensor is given by the (antisymmetric) Oij' matrix de­
fined in (2.2a). 

A very simple special case of an orthogonality rela­
tionship between the two components of the motion was 
encountered in the discussion [at the end of I (Sec. 3)], in 
which the separation of variables (1-3.5) and (1-3.6) was 
applied to the example given in I (Sec. 2), for case (A) 
(the case in which the angular momentum pe is small 
enough so that centrifugal and Coriolis forces can be 
neglected, while the equilibrium variety, r—r^ is inde­
pendent of the state of motion). It was shown there 
that the transformation (1-3.6) is equivalent to a pro­
jection from a point xl (in the configuration space) 
along a normal to the equilibrium variety down to the 
point, X\ of intersection of the normal in question with 
this variety (with a similar interpretation for the rela­
tion between pl and P t , which need not, however, be 
discussed in detail for the purposes of the present 
treatment). The projection was orthogonal in the ordi­
nary Euclidean sense because in this simple case, the 
oscillatory motion bxl is normal to the equilibrium 
variety, which latter can be described in configuration 
space only. On the other hand, in the more general case 
(B) (for which pe is large enough so that centrifugal 
and Coriolis forces can no longer be neglected), the 
motion ceases to be orthogonal to the equilibrium 
variety (because of coupling induced by the Coriolis 
force between radial and angular parts of the motion), 
so that the notion of ordinary orthogonal projection 
can no longer be applied. Indeed, because the equi­
librium radius re now depends on the angular mo­
mentum pe (as a result of the effects of centrifugal 
force), it is no longer even possible to represent the 
equilibrium variety in configuration space alone, but 
rather, it must be represented in phase space. Never­
theless, the idea of projecting the phase point (x*,p4), 
along a line in the direction of a purely oscillatory part 
8x\ 8pi of the motion, down to the point X*, P* of 
intersection of this line with the equilibrium hyper-
surface can be still applied, using the non-Euclidean 
metric which is suggested by the equations of motion 
themselves. As a result, all of the basic properties of 
ordinary perpendicular projections (in particular, as we 
shall see, the notion of analyzing a motion as the sum 
of all its projected parts) can be retained so as to 
make possible the use of a simple geometrical descrip­
tion, affording considerable insight into the separation 
of the motion that we are studying. We saw in Sec. 2 
that the Poisson brackets of two functions F and G 
can be expressed as 

[P,G]= (dF/dzt)O*(dG/dz0, (3.1) 

and Hamilton's equations for any function / as 

/ = C/,ff]= (Of/dz^OHdH/dzO. (3.2) 

It is well known that the Poisson brackets are in­
variant to an arbitrary canonical transformation, or in 
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other words, that £F,G] is a scalar in such a transforma­
tion. Since dF/dzl and dG/dzl are covariant vectors in 
zl space, this shows that Oi3 can be regarded as playing 
the role of a metrical tensor, with the aid of which 
invariant scalar products can be denned in the way 
that is usual in geometry. 

The metric Oi3 applies for covariant vectors, such as 
dF/dz\ To define scalar products of contravariant 
vectors As* we use the inverse of the matrix 0i3\ given 
by (2.3), viz., 

Oa=-0«9 (3.3) 

which is the matrix fulfilling 

0«0 '*=V. (3.4) 

The associated bilinear form for the scalar product 
of two contravariant vectors dz* and Azl is 

E (8z\ Az 0 = O^Az3'. (3.5) 

This form is, like (3.1), invariant under arbitrary 
canonical transformations. Evidently, if we choose Az* 
~dzi we obtain E(dz^dz^^O, because of the antisym­
metry of Oij. Thus, the "length" defined with the aid 
of this form is zero for every vector. Metrics that give 
zero length for certain vectors are known (e.g., the 
pseudo-Euclidean-Minkowski metric of relativity, which 
gives zero length to light vectors). The fact that in our 
case the length given by the form (3.5) is zero for all 
vectors will not, as we shall see, interfere with our dis­
cussion, since the dynamical problem actually involves 
only the concept of projection, and, therefore, requires 
only the scalar product of one vector with another, and 
not the "length" in the usual metrical sense. 

Although the invariance of the metrical tensors 0# 
and Oij is evident from the above discussion, we present 
in Appendix B a direct proof of this invariance, through 
which also their relation to the symplectic group is 
clarified. 

Thus, the Poisson brackets (3.1) represent the "sym­
plectic" scalar product of two covariant vectors 6F/dz{ 

and dG/dz3\ while the equations of motion (3.2) assert 
that the rate of change of any dynamical variable / is 
equal to the symplectic scalar product of df/dzi with 
dH/dzK In particular, the velocity z* of the "phase 
fluid" at the point zl is given by Oi3'(dH/dz3), i.e., the 
contravector obtained from the covector dH/dz3 by 
"index raising." At first sight it might therefore seem 
that the phase fluid moves in a (symplectically) normal 
direction to the surfaces H=const. However, in Ap­
pendix C it is shown that (contrary to what one would 
expect on basis of our acquaintance with symmetric 
metrics) Oi3'dA(z)/dz3 is a vector in the surface A 
= const., and that (essentially) the only way of invari-
antly associating a normal vector %A with a given surface 
A = const, is by 

nA^O^'dB/dz3', where [^,B]P.B.= 1, (3.6) 

i.e., the normal to A = const, is a vector which lies in 
the surface canonically conjugate to A. 

It is further shown in Appendix C that while the 
symplectic scalar product of a vector with itself is zero, 
one can nevertheless associate with a displacement 
vector an invariant measure; in particular, the dis-. 
placement vector normal to the surface 4̂ = 0, leading 
from a point Z{ on that surface to a nearby point z* at 
which A has a certain (small) value A (z{), will be 

8zA
{= Oi3A (z) (dB/dz3). (3.7) 

Thus, the direction defined by (3.6) can be "nor­
malized" so as to give a displacement vector of definite 
"extent."3 If A and B belong to a set of functions 
JPM in involution (i.e., a set of canonically conjugate 
pairs, having vanishing Poisson brackets for members 
belonging to different pairs) such that A=Fli and B 
= 0^", (3.7) can also be written as4 

6V= Oi3'Omy(dFM/dzOF», (3.8) 

where [ju] indicates that the repeated index p is not 
to be summed over. 

As shown in Appendix C, the involutionary character 
of the F", i.e., 

[F*,F*]=(>% 

ensures that EM &V> t n e vector sum of the symplectic 
perpendiculars dropped from the point zl to the sur­
faces F**=0, is equal to the perpendicular dropped from 
z* to the surface of intersection of these surfaces. Calling 
this perpendicular 8z\ we thus have 

&*= EM 8zli
i=Oi3'OfiV(dF»/dz3')Fv. (3.9) 

It is clear that the projections thus defined are in­
variant to an arbitrary canonical transformation. Such 
a transformation will change z{ into zn(zj), and at the 
same time BF^/dz1 will undergo the contragredient 
transformation. 

So far, the index # has been regarded as fixed. We can 
however make another kind of canonical transforma­
tion in which the zi are fixed, while the F* (being some 
set of functions) are changed into another set of 
functions. 

This, in fact, is what is often done in perturbation 
theory: one obtains a set of first-order functions by 
Fifl(zi)) and then one starts from these as a basis to 
go to a second-order set FfiFi13) by a canonical trans­
formation on the 2<y. 

8 The term "extent" is here used instead of "length," because it 
is measured in terms of the surfaces A (z{) = const, on which the end 
points of the displacement vector lie, rather than by a scalar pro­
duct of vector with itself. The surfaces may belong to â  family of 
surfaces which have transformationl laws of their own (independ­
ent of the canonical transformations considered), which associate 
with "extent" a broader sense of invariance. 

4 Again z* is supposed to be sufficiently near to the surfaces 
i?M=o for higher powers of F^ty) (and hence also of 5V) to be 
negligible. 
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The important point to notice here is that our pro­
jection method is invariant to both kinds of canonical 
transformation. This property will be significant if one 
wishes to carry out a series of successive approxima­
tions. Thus, one will make a certain split by projecting 
zl onto the surface F^ty) — 0 in the first approximation, 
then Fi" onto F2

a=0 in Fi" space in the second ap­
proximation, etc. (such a problem may arise, for ex­
ample, in the effort to improve the random-phase 
approximation in plasma theory). 

Equation (3.9) is identical with (2.6a), the projec­
tion formula that we obtained for the separation of the 
dynamics into oscillatory and nonoscillatory parts, pro­
vided that the F* are identified with the 5 canonical 
pairs of oscillatory variables (labeled (> in Sec. 2). 

The formulas given above can be expressed in an 
alternative way that is often useful. We introduce the 
complex variables, 

/mo)k\
112 

Rk=[~) Qk-i( 
\ 2 / \2mo)^ 

)l/2 

(3.10) 

which oscillate harmonically according to the relation 

dRk/dt=-iukRk. (3.11) 

As can readily be verified, the Poisson brackets for these 
variables are 

ZRk*yRk,2 = i5kfk>, (3.12) 

while the remaining Poisson brackets [i?k*,Pk'*] 
= [Rk,Rk'2=0. The action and angle variables are 

so that 

1 7? * 
Jk=Rk*R*, # k = — I n — , (3.13) 

2i Rk 

i?k=(/k)1/2exp(i$k). (3.14) 

By means of a simple calculation, one then obtains 
from (3.9) (with only one pair of F", corresponding to 
Qk, -Pk, being considered) 

Szk*= io4 Rk* Rk , (3. 
L dz> dz>' J 

15) 

and summing up over all the oscillatory variables: 

dz^iO^'ZkLR^idR^dzO-idR^/dz^R^. (3.16) 

For a general function /(z*)> w e have 

I / W ( ^ W ( s ' W £k.Rk(W) 
+*i;2? k*(/ ,2? k )+. . . , (3.17) 

where f/J again means / evaluated at the projected 
point Z\ 

If we note that in terms of action and angle variables 

Rk*Rk—Jky 

1 Rk* 
— In =<£>k, 
2i Rk 

we obtain 

and 
8**=Ek Oi*Md$k/dzQ+ • •, (3.18) 

d$df 

lrt=/(*9-E<wk— — +• 
k dz> dzl 

(3.19) 

By expressing zl in terms of x\ pi we see that these 
are essentially the same expression as (1-3.5) and 
(1-3.6). 

In the example of I (Sec. 2) there was a special case 
(A) in which the velocities were small enough so that 
the equilibrium variety and the oscillatory coordinate Q 
were functions of the xl alone and did not involve the 
pi. In such a case the momenta Pk=mQk are given by 
i \ = E ; mdQJJ(dx%}&=Y,i(dQk/dx{)pi. As a result, 

(dPk/dpi) = {dQk/dx<), (6Qk/dpi) = 0. (3.20) 

Therefore, the Poisson bracket in this case reduced to 

Kk A ' ] = Xi(dQ*/dx*) (dQv/dx*) = 0, (3.21) 

and the requirement that [Qk,Pb'2=&M reduces to 

Zi2 (PQk/dx*) (dQv/dx<) = Skk'. (3.22) 

This means that the surfaces whose normals are dQk/dxl 

form an orthonormal set in configuration space. The 
projection formulas then reduce to 

( i=l ,2) (3.23) 
ty'=Ek C Wk/^OPk- (aPfc/d»06k]. 

The second term Qk(dPk/dxi) = Qk(d
2Qk/dxidxi)pj 

will be small in the approximations used, viz., that 
vi=pi/m is being taken to be small [as explained in 
I (Sec. 2) and as we shall see in Sec. 4].- Equations (3.23) 
then represent a projection along the (Euclidean) nor­
mal in configuration space, i.e., {dQ^dx1}, of the equi­
librium variety, Qk=0, down to the intersection, Xi=xi 

— dx\ of this normal with the equilibrium variety in 
question. The vector 8pi regarded as a covariant vector 
in configuration space, is then the component of the 
total momentum pi in the direction normal to the equi­
librium variety, so that Pi^pi—hpiy the remainder 
must be its projection onto this variety (i.e., tangential 
to it) [and as seen from i ) k = L ( ^ k / ^ i ) ^ Pk is just 
the projection of the total momentum into the above 
described normal]. 

The above discussion shows the relation between 
symplectic projection in phase space and orthogonal 
projection in configuration space that can arise in certain 
limiting cases of the former. 

The geometric description of the collective motion 
can be developed further. To begin with, let us consider 
the case in which only a single pair of oscillatory vari­
ables (say, Qa=Qk, Qfi=Pk) is excited. Then, the action 
variable Jk—Pk

2/(2mcok)+ (Qk
2cokm)/2 is a constant of 

the motion, while the angle variable <£>= tan-1[(wcok()k)/ 
Pk] increases linearly with time ($—$>o+o)kt), so that 
Qk=[(2/k)A^k]1 / 2 cos$k, Pk= (2mo)kJk)

1}2 sin<£k oscil-
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late harmonically with frequency cok. If we map the 
motion in Q^ Pk space, it will be an ellipse, with semi-
major and semiminor axes (2Jk/mo)^)112, (2wcok/k)1/2. 
On the other hand, the nonoscillatory variables £ will 
tend to increase more or less linearly with the time 
[e.g., as the angle 6 did in the example given in I (Sec. 2), 
and as we shall see later, the particle variables X*, P* do 
in the plasma case]. 

To simplify the problem, suppose that only a single 
one of the £ variables differs from a constant. Then the 
motion will be a spiral, going round an elliptical cylinder 
with center 7k=0 and carried into a third dimension 
by the £ motion. When this motion is mapped into zl 

space, it will of course, have to take place in the va­
riety /k=const., which will (for / k ) still be a kind of 
elliptical cylinder, its "axis" being the variety / k=0 
(which is the intersection of ()k=0, Pk=0, and there­
fore of dimension 6N—2). (See Fig. 1.) The formula 
(3.14) for 50k* then represents elliptical motion on this 
cylinder with all the £ and all the other Q* set equal to 
zero. The actual motion will be zi(t) = Zi(t)+dzi(t), and 
since Z*(t) represents the nonoscillatory variables, the 
elliptical motion will have a more or less linear motion 
in another dimension superposed on it, so that the total 
is again seen to be a spiral, but this time we have de­
scribed it as mapped into a zi space, with the aid of our 
projection formulas, rather than into Qk, Pk, % space. 

4. CLASSICAL THEORY OF THE ELECTRON GAS 

Thus far, we have been considering an idealized 
problem in which the separation of the whole set of 
variables into a set of Qk (2s in number) which oscillate 
harmonically, and a set of (£) (6N—2s in number) 
which do not, was simply assumed at the outset as one 
of the conditions of the problem. In the actual many-
body problem it is necessary to study how this separa­
tion comes about, to see what determines it, and to find 
its limitations. We shall now proceed to see how this is 
done for the electron gas, which furnishes a typical 
case of this kind of problem. After these aspects of the 
problem of separation have been discussed, we shall 
then, in Sec. 5, apply our projection method, and treat 
the oscillations and the residual nonoscillatory part 
of the motion in some detail. This treatment will both 
illustrate our method and throw further light on the 
problem of the electron gas. 

We shall start in this section by summarizing the 
essential features of the dynamics of the electron gas, 
as it has been treated thus far, and in the next section, 
we discuss how the above described separation comes 
about. We consider such a gas (a plasma) as consisting 
of N electrons in a box of unit dimensions, containing a 
uniform distribution of positive charge, leading to 
over-all neutrality. For this system, it has been found5 

that for small enough wave number k, the Fourier 

FIG. 1. The collective os­
cillation as a spiral motion 
on the "cylinder" Jk = const. 
about the "axis surface" 
of 6N—2s dimensions in 
phase space. 

coefficients 
Pk=L*exp(-*k-xO (4.1) 

of the electron density 

p(x) = L ;5(x-xO (4.2) 

constitute approximate collective coordinates, which 
oscillate harmonically around pk=0 according to the 
equation 

Pk+co2)
2pk=0, (4.3) 

where o)p= (^irNe^/m)112 is the well known "plasma 
frequency." 

This is proved by differentiating pk twice with re­
spect to time; utilizing the equations of motion of the 
electrons6 

k' 
tnx^-iweHY, E — exp[;k'-(x*-xO], (4.4) 

/ k'?*0 k / 2 

one obtains 

Pk+L(k-v;)2exp(-ik.x0 
i 

+u>M+(^/N)j: (k-k'/ft") 
k ' /k 

X E exp[ - i (k -k / ) -x*- ik , -xG=0. (4.5) 

6 D. Pines and D. Bohm, Phys. Rev. 85, 338 (1952). 

6 Strictly speaking, the term with.;—* should be left out, but 
since it adds up to zero in a spherical distribution over k, with a 
cutoff at very high k, km, we can include it without changing the 
value of the force on an electron. This cutoff is equivalent to ne­
glecting the very short range of the force, which is significant only 
in close collisions. 



S E P A R A T I O N O F M O T I O N S OF M A N Y - B O D Y S Y S T E M S . I I A339 

If the temperature T is small enough, there will be 
an appreciable number of k vectors for which 

k2(v2)^k2(KT/m)«o)p
2; or k<kD, 

where kn2{v2) = uv
2 (4.6) 

( \D=27T/&D is the well-known Debye length). If this 
is the case, and if the velocity distribution is close to 
the usual Maxwellian distribution, then the second term 
in Eq. (4.5) can be neglected in comparison to the third. 
This we shall call the "Low-Velocity Approximation'' 
(L.V.A.), meaning thereby that the lower the mean 
speeds, the greater the number of k vectors that satisfy 
(4.6) and, therefore, the more useful the method. In 
addition, in order to obtain collective coordinates, it 
has been necessary to make what is called the "Random 
Phase Approximation" (R.P.A.), which consists in 
neglecting the last terms in Eq. (4.5). (It can be seen 
that to the extent that the particles are distributed at 
random, the last term will tend to be negligible in 
comparison to the third.) With these approximations, 
one then obtains, as is evident, simple harmonic motion 
of pk with the plasma frequency cop. 

As pointed out above, the conclusion that the pk 
will oscillate is valid only for k's satisfying (4.6). Let s 
be the number of such k's. The essential point for our 
purposes here is that these s degrees of freedom have, 
so to speak, been "liberated" from dependence on the 
detailed behavior of the individual particles, and in­
stead behave in a self-determined way; i.e., they oscil­
late harmonically, indifferent to the detailed states of 
the various particles. Associated to each pk (which cor­
responds to the Qk discussed in the previous sections 
and henceforth be thus denoted) we can define a 
canonical momentum 

P±=mfa{d/dtW= -i0k E,-(k.p<) exp[i(k. xO] , (4.7) 

where a&, ft are normalizing factors; 

/ 4 * A 1 / 2 1 V 
I , Ck=ajbPk = ajbEexp(—ik-x*), 

/ (cok)
1/2 

(4.7a) 

V k* ) (cok)
1/2 

/ o>k \ 1 / 2 

fa=l ) • 
\4:7re2k2N2/ 

ajc and ft fulfil Nk2akPk= 1, and are so chosen as to 
obtain the Poisson bracket relations 

[ G k , P k ' ] = ( l / ^ ) E i e x p C f ( k / - k ) . x * ] . 

In the R.P.A., the sum on the right-hand side of this 
expression vanishes when k ^ k ' , and is unity for k ' = k. 
Thus, 

[Gk,Pk']=«kk' (in the R.P.A.). (4.8) 

Now, evidently [Q^Qv^O, and 

= % f e i : i ( k . k O [ e x p ( i ( k , + k ) . x O ] ( k , - k ) . p i 

and this vanishes in the R.P.A., provided that S » p * = 0 
(which will, in general, be taken to be the case). 

I t follows then that in the R.P.A., the Q^P* consti­
tute a canonical set of 2s functions, in involution. 

From Qk and P k we can obtain the constants of the 
motion 

/ k = j P k * P k + i e k * G k , (4.9a) 

and the angle variables 

* k =tan - 1 ( i , k /Ck) . (4.9b) 

From the fact that Q& and Pk oscillate harmonically, 
it follows that 

*k=$ko+«p/ . (4.9c) 

The Hamiltonian of the plasma oscillations them­
selves evidently must be 

HP=Z c o k / k = E icok(Gk*ek+Pk*Pk). (4.9d) 
k 

An improved collective coordinate can be ob­
tained, which takes into account [to a higher order in 
((k*v*)/wP)] the term E ; ( k - v 0 2 exp(—ik*x*) in Eq. 
(4.5), but which still uses the R.P.A. This coordinate 
gk and its corresponding canonical momentum p^ have 
been shown5 to be 

qk^ajc Y, 
o)p

2 exp(—ik-x*) 

and 
co k

2 - (k-v0 2 

pk=—iPkH 
o)p

2 (k-v*) exp(—fk-x*) 
(4.10) 

* cok" co2—(k«v*)2 

which oscillate with the frequency 

wk
2^up

2+k2(v2). (4.10a) 

(The factors in front of q^ and pk have been chosen for 
convenience in further calculations.) 

I t has further been shown that q^ can be regarded 
as constituting an "oscillatory" (or collective) part of 
the total Fourier coefficient pk of the particle density, 
such that 

Pk=2k+?7k, C4-11) 
where 

^k = P k - # k = iLi tyk» , 
with 

-COk" •(k-v*)2 

Vki = - exp(—ik»x*). 
o>2-(k-v*)2 

The function rj k satisfies the equation 

5k=—E»(k*v*)V*-- (4.12) 

* This means that each particle moving at a velocity 
x*=v* contributes its own effective frequency co,-
= k«v* to the fluctuation of r}k, and because of the 
noncoherence of these frequencies, rjk will represent a 
randomly fluctuating part of the charge density which 
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is evidently associated only with the irregular thermal 
part of the motions of the individual particles, and not 
with the regular oscillatory part. 

The collective coordinates q%, while being accurate to 
a higher order in the expansion parameter (k-v*)A>k 
than the pk, have, in general, the same range of k for 
validity as does pk itself. In other words, there will be 
essentially the same number s of oscillating q^ as 
there are of pk . We shall, therefore, call this the "Im­
proved Low-Velocity Approximation" or the I.L.V.A. 
As we shall see in the next section, this range of validity 
is determined by the condition that regular oscillations 
are possible for those k for which the collective effects 
of the forces are great enough to overcome the effects 
of random thermal motions. 

5. THE EQUILIBRIUM VARIETIES FOR THE 
ELECTRON GAS 

In the previous section, we gave a brief summary of 
some of the main properties of the electron gas that are 
relevant to the separation of the motion into a collec­
tive oscillatory part, and an individual nonoscillatory 
part. As we have indicated, the approximations leading 
to oscillatory behavior of the collective coordinates 
Pk break down for k greater than a certain limiting &#, 
which is (cop2/(fl2))1/2. The question then arises as to 
whether this limitation on collective oscillation is a 
result of the special choice of pk (or q^) for the oscilla­
tory variables (so that it is due only to a limitation in 
our mathematical methods of describing the motion), 
or whether it is an inherent dynamical feature of the 
system. We shall now see that the second of these 
alternatives is true, and that the k reflects a real 
physical limitation on oscillatory collective behavior. 
In the course of the discussion, it will also become clear 
that the use of pk (and q^) as collective coordinates is 
not an arbitrary choice, but that it is necessitated by 
the form of the interactions. 

Finally, we shall see that the use of the improved 
collective coordinate q^ instead of pk, corresponds to 
taking re(pe) instead of ro for the equilibrium radius 
in the example discussed in I (Sec. 2) (i.e., it is equiva­
lent to taking into account "centrifugal" forces due to 
the curvature of the equilibrium variety). 

In order to facilitate the analysis of the problem, we 
shall make a minor simplification, which, however, does 
not change the essential character of the separation of 
the motion into parts that we are studying. 

In the expression of the Coulomb potential, cp(x) 
= 4:Tre2^2k

kmpkexp(ik'x)/k2 [see footnote to Eq. (4.4) 
for a definition of the cutoff &w], we choose km such 
that the total number of pk's is equal to 37V, the number 
of degrees of freedom. This will cut off the Coulomb 
force at the mean interparticle spacing; and since for 
typical cases ks<£km, the effect on collective oscillation 
will be negligible. (As we shall see, this simplification 
will make possible what is, in principle, an exact dis­

cussion of the statistical mechanics of the system in 
terms of the pk instead of the x\) The potential energy 
of the system is then 

^ = 2 7 r e 2 E . < ^ ( p k V A 2 ) . (5.1) 

Let us start with the case of very low temperature 
(T—O), and increase the temperature gradually. Since 
the electrical force on the ith particle is 

F<= -47re2; E (V#0Pk exp(ik- X*), (5.2) 
k 

the system will be in equilibrium if all the pk are zero. 
Because there are now 3N of the pk, the conditions of 
equilibrium will, in principle, determine the location of 
all the particles. Evidently (remembering the uniform 
positive background which neutralizes the whole sys­
tem), one possibility for such an equilibrium is a crystal, 
i.e., a periodic array of electrons. 

If this system is excited to a low degree, (KT/(tna)p
2))1/2 

<l/km, where K is Boltzmann's constant, all the pk 

will oscillate harmonically in the manner described in 
Sec. 4. The system is, therefore, oscillating around an 
equilibrium variety in configuration space, of dimension 
zero; i.e., around a stable point (similarly, the mo­
menta pi oscillate around p*=0, so that there is a 
stable point in phase space, also). 

As the temperature is raised, the oscillations increase 
in amplitude, and eventually there will be an appreci­
able probability for the particles to escape their fixed 
equilibrium positions and to move about in a relatively 
free way (i.e., the system becomes a fluid). 

When this takes place, then, as we have already in­
dicated, the arguments leading to the conclusion that 
all the pk oscillate harmonically and in a self-determined 
way, break down. This breakdown occurs first, as is 
well known,7 for the highest values of k; i.e., those 
for which the mean drift speed of the particles sends 
an electron, within a period of an oscillation, over an 
appreciable part of a wavelength A=27r/&, so that the 
potential is no longer appropriate for automatically cor­
recting excesses or deficiencies of charge. Then, as the 
temperature is raised still further, more and more of 
the pk lose their oscillatory character, the dividing line 
being roughly at k=kD=((niwp

2)/KT)1/2. 
In order to discuss the above described breakdown of 

oscillatory character more precisely, we shall now con­
sider the problem from the point of view of statistical 
mechanics. According to the Boltzmann distribution, 
the probability in configuration space after integration 
over the momentum part of phase space is proportional 
to 

zxv(-W/KT)dxl-*dxN 

/ km 2we2 \ / d x \ 
= exp( — £ Pk*Pk )/( — )(dpk- -), (5.3) 

\ k KT J \dpj 
7 D. Bohm and E. P. Gross, Phys. Rev. 75, 1851, 1864 (1949). 
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where / is the Jacobian of the transformation from x* 
space to pk space.8 Now, from the special form of pk 
= S»exP(~~^-x*) as a sum of N terms, each of abso­
lute value unity, and with a variable phase, it follows 
from the central limit theorem of statistics that in the 
mapping from x* space into pk space, almost all of the 
x*' space will be carried into a region in which |pk| is 
not very much greater than its root-mean-square 
C(pk2)1/2= (N)1/2~}, although a very small fraction of the 
total x* space will go into the regions between |pk| 
==(iV)1/2 and |pk |=iV. Roughly speaking, this means 
that for almost every physical state of the system, pk 
is really free to oscillate only between certain bounds, 
which are essentially |pk|max=(^V)1/2. As Yevick and 
Percus have shown,9 the determinant is regular and 
nonvanishing in this region, becoming infinite only at 
the effective bounds10 of pk, as described above, while 
it remains nearly constant away from the bounds. 
Hence, at points that are not near these bounds, the 
variations of the probability function (5.3) with pk is 
determined mainly by the Boltzmann factor 

exp[-S(27r^pk*Pk)/^r]. 

This factor, however, becomes negligible when |pk| 
> |Pk0| =[KT/{2Tre2)Ji\ From the ratio 

Pkn Km 

— = ZKT/(2icN<*)J»= — , (5.4) 
I Pk I max k& 

we see that as long as the temperature is so low that 
k<km<£kD, the random thermal excitation of the pk 

degrees of freedom will not bring any of the pk near 
the above described bounds in pk space. We may pic­
ture this result as due to the "restoring force," viz., 
—cop

2pk [see Eq. (4.3)] which acts so as to bring pk 
back to zero, thus giving rise to harmonic oscillations 
according to the equation pk=—w/pk. [From Eq. 
(4.3) it is evident that the restoring force represents 
the effect of the Coulomb potential.] At low tempera­
tures, this "force" is able to keep the system so near 
to pk=0 that in its random thermal motion, it prac­
tically never comes near to the upper bound of | pk |. 
The fact that there is such an upper bound can, there­
fore, be ignored, and the resulting oscillations are, to all 
intents and purposes, free and indifferent to each other, 
as well as to the detailed behavior of the individual 
particle motions. 

As the temperature is raised, however, then eventu­
ally the |pk| in their random thermal motions will 
begin to reach their upper bounds |pk|==(iV)1/2, as 
follows from (5.4). This will happen first for the 

8 This expression is exact, and an equation of this kind holds, 
indeed, for very general types of systems. 

9 G. J. Yevick and J. K. Percus, Phys. Rev. 101, 1186 (1956). 
10 Although the determinant becomes infinite at the bounds, it 

does so in such a way that the integral of (5.3) over a small region 
of pk near these bounds not only remains finite, but also goes to 
zero as the size of this region goes to zero. Thus, the region near 
the bounds is not very important in statistical averages. 

largest values of k, and as the temperature is raised 
still further, for smaller values of k, the dividing line 
being, of course, at a value of k of the order of kn (which 
drops like T~1/2). For the values of k for which this 
happens, the exponential factor in the probability func­
tion (5.3) will become practically a constant. The con­
stancy of this term (which latter represents the sole 
effect of the potential energy on the probability func­
tion) means that these pk are behaving as if there were 
no interaction whatsoever between the particles. Since 
the collective oscillations are a consequence of the 
Coulomb interactions, this also means that the "re­
storing forces" (which we have seen to arise from the 
force term in the equations of motion of the particles) 
are overwhelmed by the dispersing effects of the ran­
dom thermal motions. Hence, for k>kn, the pk behave 
as they would if the particles were perfectly free. For 
k<kn, however, the probability distribution of the pk 
coordinates is still being limited in pk space by the 
Boltzmann factor exp[—S (27re2/^2)pk*pk] to a region 
which is significantly smaller than the upper bound in 
pk space. This means that for these pk, the potential 
energy plays a major part in determining the behavior 
of the pk, and in terms of the equations of motion (4.5) 
one sees that this must come about through the fact 
that these pk are oscillating harmonically in a self-
determined way near pk=0. 

If we go back to the phase space of the x\ pi then 
(for &<&D) the oscillations of the phase point is near an 
equilibrium variety given by 

Qk(xO = 0, Pk(x«,p<) = 0. (5.5) 

This variety has 6N—2s dimensions. 
The remainder of the degrees of freedom pk (corre­

sponding to &>&z>) are strongly coupled because the 
pk become as large as (2V)1/2. Therefore, as can be seen 
from the equations of motion (4.5), the nonlinear 
terms neglected in the R.P.A. become significant. As a 
result, for k>kn, the pk are not a relevant set of co­
ordinates, and it is more useful to express these degrees 
of freedom in terms of the x* and p*. However, since 
there are 6N of these, and only 6N—2s particle-like 
degrees of freedom to be thus described, we will use 
the quantities X*, P*, satisfying the identities (for 
k<kD) 

gk(X*) = 0, Pk(X*,P,)=0, (5.6) 

in order to describe these degrees of freedom. This will 
be done by projecting the particle coordinates and 
momenta x* and pi into the points X*, P»- in the equi­
librium variety, with the aid of the method developed 
previously in this paper. As will be seen, the X*, P t 

(restricted by the above identities) describe 3N—s 
"quasiparticles" which move very nearly in straight 
lines at constant velocity. It must be emphasized, how­
ever, that these quasiparticles are abstractions and do 
not correspond to any of the original individual par­
ticles at all. Rather (as will be seen by projecting the 
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particle coordinates and momenta into the equilibrium 
variety), they are associated to complicated and corre­
lated motions of the whole system in which the charge 
density fluctuations pk are restricted to a short range 
(i.e., &>&D) . (The fluctuations of pk for k<kn are of 
course the regular plasma oscillations.) 

We have thus seen that as the temperature of the 
system is raised from zero, a real physical change in 
the nature of the motion comes about, and this con­
clusion is not just a consequence of the specific con­
jecture pk for the oscillatory collective coordinates. 
This change is a consequence of the variation of the 
balance between the tendency of the potential energy 
to stabilize the system near a fixed point in configura­
tion space, and that of the kinetic energy to disperse 
the system through the whole configuration space. At 
any given temperature, the balance of these two tend­
encies will be such that in 2s dimensions (corresponding 
to the Qk, Pk, for k<ko) the forces of interaction bring 
about an oscillation about a 6N— 2s dimensional variety, 
in which latter the random fluctuations have over­
whelmed the effects of the forces. As T is raised from 
0 to oo, this equilibrium variety is increased in dimen­
sionality from 0 to 6iV. 

As in the transiton from case (A) to case (B) in the 
example of I (Sec. 2), this equilibrium variety will, upon 
increase of temperature, be represented by momentum-
dependent functions, so that it has to be described in 
phase space rather than in configuration space. In the 
example, this was seen in the circumstance that the 
equilibrium circle r{xi)—r^=^Q had to be replaced by 
r(xi)—re(po) = 0; i.e., the centrifugal forces effected a 
velocity-dependent shift in this circle. Similarly, in the 
plasma problem, the equilibrium surface pk(xi) = 0 will 
be shifted to 

Pk(xO-77k(xi,pi) = ^k(x
i,p,-) = 0 (5.7) 

as a result of corresponding "centrifugal" forces due to 
the curvature of the surface pk(x*) = 0. To see how the 
rj term comes about, we write the equations of motion 
(4.5) for pk once again. We still use the R.P.A., but we 
no longer neglect E ( k * v*)2 exp(—ik«x*). The result is 

P k + < p k = - L ( k - v 0 2 e x p ( - i k . x O . (5.8) 

We now recall that the equations of motion of the pk, 
(4.5), were obtained by differentiating pk twice with 
respect to time. In other words, we took 

d2pk d/dpk \ d2pk dpk 
=—( — x * ) = x*xH x \ 

dt2 dAdx* / dx*dx> dx* 

The term on the right-hand side of (5.8) is just (d2Pk)/ 
(<9x*dx')x*x>; but (d2pk)/(dx*dx>) evidently represents 
the curvature of the hypersurface in configuration 
space, pk= constant, and (d2pk)/ (dx^x^x1^ represents 
the "centrifugal force" arising from the movement of 
the configuration point in this curved surface. 

The above analogy of the plasma with the example 
of I (Sec. 2) suggests that there will have to be a shift of 
frequency as well as a shift of the equilibrium variety, 
dependent on the momenta. Therefore, we rewrite Eq. 
(5.8) as 

Pk+cok
2Pk= (co k

2 -co / )pk-E; (k ' vO2 e x p ( - i k - x O 
= E ^ C c o k 2 - < - i : K k . v 0 2 ] e x p ( - i k . x O . 

(5.9) 

I t can now be seen that our definition for rjk is nothing 
but a special solution of the inhomogeneous Eq. (5.9) 
for pk, in which there is no part oscillating with the 
plasma frequency. qk is then a solution of the homo­
geneous equation qk+o)k2qk=0 with the corrected uk 

being given by Eq. (4.10a). I t should be clear that the 
procedure (5.9) is essentially equivalent to that given 
originally by Pines and Bohm,5 and therefore, it has 
the same results and limitations. The present formula­
tion, however, emphasizes the relative role of the rj and 
q quantities from the mathematical point of view. 

6. APPLICATION OF THE PROJECTION METHOD 
TO THE ELECTRON GAS 

In this section, we shall apply the projection method 
to the electron gas in order to carry out explicitly the 
separation of the motion into an oscillatory collective 
part and a nonoscillatory, individual, particle-like part. 
Our first object is to show that the results of the 
Bohm-Pines11 treatment can be obtained in a simpler 
way and with less calculations. By doing it this way, 
we also obtain further insight into the problem, espe­
cially with the aid of the geometrical concepts that we 
have introduced throughout this article. Then, by com­
paring the electron gas with the simple example of 
I (Sec. 2), we further develop the suggestive inter­
pretations started towards the end of Sec. 5 of the 
present paper, in terms of a generalized notion of 
"centrifugal" and "Coriolis" forces in configuration 
space. With the aid of concepts of the kind that we 
have been describing, one obtains a way of thinking 
about the many-body problem in general, which may 
be of help in further developments and applications. 
As an example of this type of concept, we introduce the 
notion of a set of 3N "quasiparticles," describing the 
nonoscillatory features of the motion. 

The oscillatory collective coordinates for this problem 
(in the I.L.V.A. as explained in Sec. 4) are given in 
Eqs. (4.10) and (4.10a). Various combinations of these 
variables can be taken as the canonical set. Let us 
adopt the set 

1 /cok
2 \ 0Lk exp(—ik-x1) 

Rk=—(—gk-icok^k*)=—E ; -> 
2o)k\o)p

2 / 2 i 1—(k«pi/wcok) 
(6.1) 

1 Aok
2 \ ctk exp(ik-x l) 

Rk* = —qk*+io>kpk ) = — E ; - , 
2a>k\cop2 / 2 % 1— (k«pi/mcok) 

11 D. Bohm and D. Pines, Phys. Rev. 92, 609 (1953). 
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where a^ is defined in (4.7a) as 

(6.2) 

We are, thus, using the complex oscillatory variables 
introduced in (3.10) which satisfy a first-order equation, 

Rk= — iwkRk, Rk* = icokRk*. 

The Poisson brackets are [as in (3.12)] 

[mRk*,Rk'2=idkk', 

(6.3) 

(6.4) 

In terms of these variables, the projection formula 
for the part of the motion corresponding to oscillatory 
collective behavior is given by Eq. (3.16). In order to 
show explicitly what these formulas mean, we shall 
return from the z{ notation to the use of x*, p*. We have 

/ dRk* dRk \ 
S x * = i E ( * k Rk*) 

k \ dpi dpi / 

ak
k Rk exp(ik-xO —-Rk* exp(—ik-x*) 

k wo?kV2 (1-7*)2 

/ dRk* dRk \ 
&Vi= - i E ( ^k R**) 

k \ dX* dX{ / 

akk Rk exp(ik-x*)+-Rk* exp(—ik«x*) 

=£ — : , 

where we have used the abbreviation 

7*=(k'p</wcok). 

(6.5) 

(6.6) 

The "projected" variables X*, Pt-, corresponding to 
the nonoscillatory (noncollective) part of the motion, 
are then 

X*'=x*-5x*, ?i=Pi~dpi (6.7) 

and as shown generally in I (Sees. 3 and 4) these satisfy 
the identities 

2Jk(X<,P<) = 0, i?k*(X i,P i) = 0. (6.8) 

We recall also that 8z*= (8xi,8pi) is "symplectically" 
normal to the intersection of the hypersurfaces, 
Rk(x

i,pi) = 0,Rk*(x\Vi) = 0. 
In order to study the equations of motion, we should 

first express the Hamiltonian in terms of the Rk and 
X*, P* variables. We have seen in (2.10) how this is 
done for the general case. The Hamiltonian, expressed 
to second order in Rk can be evaluated, and in the 
approximations that we are using, it turns out to be 
(as a simple calculation shows) 

£ T = J I ( X * , P < ) + E k K ^ k * « k , (6.9) 

where ZZ"(X*,Pf-) is, as pointed out in Sec. 2, just the 
original Hamiltonian expressed in terms of X*, P» 

variables. This is 

P -2 2we2 

ff(X*,Pi)=L—+E —IPk*Pkfl, 
i 2m k k2 

where {pkJ represents the value of pk on the equi­
librium hypersurface; viz., according to Eq. (4.11): 
I P k ! = l 2 k + ? ? k ] H M (since, by hypothesis, {qk} 
— U(Rk+Rk*)} =0 ) . Therefore, this part of the Hamil­
tonian reduces to 

Pi2 ks 2we2 

H(X*,P<) = Z — + E fakVl+H-.r.. (6.9a) 
2m k k2 

Here HS.T. houses all the terms with k>ks, cut off 
from the second sum. These evidently correspond to 
short-range interactions, and will be neglected here (see 
Bohm-Pines11 for discussion). 

To obtain the equations of motion, we need the 
Poisson brackets. We recall, however,1 that while the 
variables have to be defined to second order in Rk (in 
order to show that Rk has zero Poisson brackets with 
X*, Pi while the Poisson brackets of the latter are 
functions only of X* and P4) these second-order ex­
pressions are never actually needed explicitly, provided 
that one simply uses the above properties of the Poisson 
brackets. We conclude then from (6.9) that the Rk 

oscillate harmonically, with 

Rk= LRk,Hl= -ia>kRk, £k*= [Uk*,ff] = &>fcRk*, 

in agreement with (6.3). As for the X*, Pt-, we could 
obtain the equations of motion in a similar way with 
the aid of the Poisson brackets. For example, 

ex : ' , P i ] = * « - * E ( ) + c c . (6.10) 

However, we may instead utilize the theorem proved 
in Sec. 2; viz., that the projected variables X*, P t are 
special solutions of the original equations of motion; 
so that 

X*= 
dH(X',P<) Pi 

d¥i m 

dH(X\?i) 2we2 
(6.11) 

P*= :—L=-iZk kfok] |exp(&.X*). 
dX* h2 

erjk is just the &th Fourier coefficient of the part of 
the charge density that is not associated to plasma 
oscillations, but rather to random fluctuations. Equa­
tion (6.11) can then be written in the form 

md2Xi/dt2 = - 4 > > , ( x ) ] x = x S (6.12) 

where <pv(x) is the potential arising from the charge 
distribution which is the Fourier transform of et\k. This 
is just the "screened" Coulomb potential as discussed 
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in the Bohm-Pines treatment. Thus, the essential re­
sults of this treatment are reproduced. 

In the absence of oscillation, the long-range Coulomb 
potential is then, of course, screened out. The residual 
part of this potential, appearing in (6.12) implies, 
however, that the particles will still deflect each other 
somewhat, although much less than would have oc­
curred without the screening (since rfk is in general only 
a small fraction of pk when k-v*/o>p is small). The re­
sidual deflection is, in fact, necessary for the consistency 
of the relations Rk(x\pi) = 0, Pk*(x\p;) = 0, which must 
hold in the absence of oscillation. For these relations 
imply a curved surface in the configuration space, and 
if the configuration point is to remain on such a sur­
face, then [in analogy with the example given in 
I (Sec. 2)~] there must be a force which opposes the 
"centrifugal" force, and prevents the configuration 
point from shooting off tangentially from the surface. 
Therefore, not all of the Coulomb potential can be 
screened; a part must survive to provide this deflecting 
force, and this part is just ^ (x ) . 

There will also be [as in case (B) of the example] a 
"Coriolis" force coupling the oscillatory motion per­
pendicular to the equilibrium variety in configuration 
space to the tangential motion. (It is only when one 
goes to phase space and uses the "symplectic" normal 
in phase space that the oscillatory motion is purely 
"perpendicular" to the equilibrium variety.) However, 
if we go to the L.V.A. [analogous to case (A) of our 
simple example], in which the oscillatory coordinates 
are taken as Qk=ak 12 exp[—i(k»x*)] and Pk= (mQk) 
[see Eq. (4.7)] then, as shown in Eq. (3.22), the oscil­
latory motion will be orthogonal to the equilibrium 
variety in configuration space (in the usual Euclidean 
sense), being decoupled from the tangential motion. 
This approximation means that the "Coriolis" and 
"centrifugal" forces are being neglected. In this case, 
we obtain from (2.1a) and (3.22) 

ks dQk *• ipkk 
5xl=Y, Qk=T, pk exp(ik«x*), 

k dxl k (cok)1 /2 

(6.13) 
/dQk dPk \ 

fip.-=E(—P^ 6k ) . 
k \dxl dx{ / 

Now, it can be seen that the term Qk(dPk/dxl) 
= (wk)_1/%k(k-pi) exp(-ik-x9Qk is of order (k-v*)/ 
o)p times ]Ck(d£?k/dxOPk, so that in this approximation 
[where (k-vVcop) is assumed to be very small] we 
can neglect it. 

Therefore, 

dQk J** iakk 
5p<=E P*=Z P kexp(- ik.x*) . (6.14) 

k dxi k (cok)1'2 

The Hamiltonian is 

H = E ( W / 2 w ) + i Lk(ek*ek+co/Pk*Pk), (6.15) 

where 
¥i=Vi-5pi. (6.16) 

From Eq. (3.22), we see that the (d(?k)/(dx*) should 
be orthogonal to each other (in the usual, Euclidean 
sense); viz., that 

^OQSdQ* 
E =S k k ' , (6.17) 
i dx{ dx{ 

and if we write Qk=ak £ exp[— i(k-x*)], {dQk)/{dxl) 
= —ikak exp[—f(k«x*)], we obtain 

dQk*dQk> 
E • = a ^ ( k . k ' ) E e x p ( i ( k - k O - x « ) , 
i dx* dxi i 

and in the R.P.A., the above is equal to 5k,k'. 
Now, consider a certain point x0", p»o on the equi­

librium hypersurfaces Qk(x*) = 0, Pk(x*,p*)=0. In the 
case that we are considering C(k-v*)/wp very small], 
the configuration space point Xo* will move only a 
very short distance compared to the wavelength of 
oscillation during several periods of collective oscilla­
tion. As a result, during this time, the normal to the 
above hypersurfaces changes negligibly in direction, so 
that, to a first approximation, we can replace the sur­
face by its tangent hyperplane. 

The vectors 5xk*= (dQk*)/(dx*)Qk and 8pik= (dQk*)/ 
(dxl)Pk evidently form an orthogonal set which is 
normal to the intersection of the hypersurfaces in con­
figuration space <2k=0. But by their very definition, 
5x*=Ek 5xk* and 5p*=Ek 5p»k are the parts of x* and 
pi that are normal to this intersection of the hyper­
surfaces. Therefore, the remainder Xi==xi—dxi

} and 
P*=p»—5p», is the part of x\ pl which is in the inter­
section of these hypersurfaces. 

The above relationships suggest that it will be worth­
while to consider an orthogonal transformation12 (i.e., 
a generalized rotation in configuration space), with the 
point Xo* taken as a fixed center. This rotation can, in 
principle, be chosen so that each of the s new axes 
(labeled f k) will be parallel to one of the 5xk*, and 
therefore, normal to the intersection of the surfaces 
Qk(x*) = 0. The remainder of the new axes (labeled £*) 
will then lie in the intersection of these surfaces. Be­
cause of the orthonormality of the (d(?k)/(dx*), it 
follows that 

rk=<2k. (6.17a) 

The momenta, being regarded as covariant vectors 
embedded in x* space will undergo the same transforma­
tion as the x\ Thus, pk the momenta canonically 
conjugate to f k, will be 

£ k=Pk. (6.17b) 

12 Such a transformation was considered in D. Bohm [D. Bohm, 
in The Many Body Problem, edited by C. DeWitt (John Wiley & 
Sons, Inc., New York, 1959)] for the L. V. A. case, but on the basis 
of a more specialized line of reasoning. 
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The Hamiltonian (6.15) becomes 

ZN-s 

B= Z [ ( ^ ) 2 A » ] + ! ( f k
2 + ^ ) > (6-18) 

where pt is the momentum conjugate to £«. 
From the above Hamiltonian, we see that (as was to 

be expected, of course) the f k quantities oscillate har­
monically (i.e., the motion normal to the equilibrium 
hypersurface is stable). However, in this approximation 
the pt will be constants of the motion, and their corre­
sponding coordinate will satisfy the equation 

b=(pt/fn)t+ho. (6.19) 

The motion in the equilibrium variety is, therefore, 
not stable, because the & increase without limit. 

Of course, after some time, the approximation of 
replacing the equilibrium variety by its tangent variety 
will break down. In other words, there is no simple 
integrable separation of the kind given in Eq. (6.19). 
Nevertheless, this equation will hold for a number of 
periods of oscillation, so that one obtains a good quali­
tative idea of the nature of the motion. 

The &, pt then behave effectively as if they were free 
particles. We, therefore, called them "quasiparticles." 
These particles are purely abstractions, and are evi­
dently not among the original constituent particles of 
the system. This is clear, because there are only N—s/3 
of them. Moreover, if one evaluates carefully the or­
thogonal transformation leading to (6.17a) and (6.17b), 
one will see that when one of the %t moves in a linear 
way, independently of the others, all of the original 
particles move with very complicated correlated mo­
tions [indeed, these correlations are just what are 
needed to maintain the relations Qii(X

i)==0 and 
Pk(X*,P*) = (f|. Associated with such %t motions there 
will be fluctuations of the Pk , but only for k>ko (for 
k<kD, Pk~Qk is by hypothesis independent of the 
X*, Pt, and therefore of £*). The £*, therefore, correspond 
to a random background motion of the charge, in which 
only short-range fluctuations can appear. 

7. CONCLUSION 

Very little can be said about the behavior of a many-
particle system unless it possesses some symmetry 
properties, other than merely those associated with the 
elementary conservation laws. Conceptually, a sym­
metry property shows up in several equivalent ways: in 
the existence of a uniform constant of the motion, of a 
conservation law, of a stable equilibrium variety in phase 
space (which should truly be of lower dimensionality 
than that of the energy hypersurface of the system, i.e., 
it should not pervade the latter in a filamentary, 
quasiergodic way13) or finally, in the existence of col­
lective coordinates (or, as one could equivalently say, in 

13 E. Fermi, Z. Physik 24, 261 (1923). 

the possibility in principle of at least partially trans­
forming the system to normal modes). 

The question of finding these symmetry properties 
(or these constants of the motion, collective coordi­
nates, etc.) in a systematic way, is probably one of the 
deepest and most difficult problems of physics. All that 
so far has been done in this direction, from Poincare's 
and BirkhofFs formal series to partial summations of 
Feynman diagrams, merely seems to lift some corners 
of the blanket but provides us with not much more of a 
general, systematic solution than some lucky guesses of 
the form of collective (or of the remaining, individual) 
coordinates, e.g., the plasmons in an electron gas or the 
quasiparticles in superconductivity. 

On the other hand, even if the symmetry properties 
of a system are given, one is still confronted with the 
problem of how to exploit this information for a de­
scription of the motions of the particles and, generally, 
of the dynamics of various dynamical variables of 
interest. Thus, we know that plasma waves observed in 
an electron gas must have their origin in some sort of 
coherent vibration of the individual electrons "on top" 
of their random thermal motion, but it is only when we 
systematically separate the dynamics into the two cor­
responding parts that we can answer some more re­
fined questions, e.g., the explanation, from first dy­
namical principles, of the Cooper14 pairing correlations,15 

or of the vortices in liquid He.15 In dynamical considera­
tions of this kind, the availability of a geometric-
intuitive visualization, in phase space, seems to be of 
great heuristic help. Thus,15 the geometric interpretation 
of the Poisson brackets seems to lead to a very elegant 
clue as to how, under certain circumstances, the R.P.A. 
(Sec. 4) can be circumvented and improved collective 
modes be defined. 

The treatment in these papers was entirely classical. 
From the point of view of the questions of principle 
which we sought to clarify—the interrelationship be­
tween constants of motion, equilibrium varieties, col­
lective coordinates, and nonsecular, stable oscillations— 
this is an advantage. These questions—except for 
features which depend on quantum statistics—are all 
inherent in the dynamical formalism, whether the 
latter be of q numbers or of c numbers, and are cer­
tainly easier to handle if the quantities involved are all 
commutative. For practical applications, however, the 
quantum counterpart is necessary. At first sight, the 
use of Poisson brackets [X*,Py]^ 5/> [ P ^ P y ] ^ 0 etc., 
seems to present significant difficulties, and one might 
feel inclined to return to the Bohm-Pines formalism of 
redundant variables11 (in which [X*,P/]=5/ etc.), even 
at the cost of allotting to the X*, Py variables (which 
describe only part of the particle motion and therefore, 
in reality, occupy only a 6iV-2s-dimensional space) the 

14 L. N. Cooper, Phys. Rev. 104, 1189 (1956); J. Bardeen, L. N. 
Cooper, and J. R. Schrieffer, ibid. 108, 1175 (1957). 

15 Work now in progress by one of us (G. C.). 
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unnatural extension of a 6iV-dimensional space. At 
closer inspection, however, the apparent difficulty 
turns out to be beneficial,15 and by not evading it one 
remains closer to the physical reality of the problem, 
while none of the facilities of the other methods, for 
cases which are solvable in some approximation, are 
lost. This is hoped to be dealt with in subsequent 
papers. 
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APPENDIX A: THE GEOMETRICAL MEANING 
OF THE POISSON BRACKETS D^,Z>] 

In Sec. 2, Eq. (2.11), we derived the following ex­
pression for the rate of change of the projected point 
(i.e., its velocity): 

Za= (dH/dZh)[_Z\Z«~]. (A.l) 

We now proceed to interpret geometrically the 
Poisson brackets appearing in this equation. This will 
be of interest in itself, and will also help to simplify the 
expression for Za further. 

We recall (Sec. 2) that since the Poisson brackets 
X_Zb,Za~\ can be evaluated on the equilibrium variety, 
<2«=0, only the first-order expansion (2.6c) for Za is 
needed to evaluate them. We obtain 

£-^HG30- (A-2) 
To work out the meaning of the equations of motion 

(A.l) for Za, it is convenient first to define 

Let us now consider the effect of the matrix, Lia 

on a (covariant) vector u in phase space. First of all, 
let us choose 

ua={(dQ«/dxa)}, (A.4) 

which represents the direction of the normal to the 
hyper surf ace, Qa=0. We have 

—-©©©}• 
But according to (2.2b) and (2.5) Oab{(dQ>'/'dzb)j 

X l(dQa/dza)}=Oav, and by (2.5a), we obtain 

z^a=-5/f(a<2M/^01=-^. (A.5) 
It follows then that ua is an eigenvector of the matrix, 

Lia, belonging to the eigenvalue (—1). Since this result 
holds for all the Qa,s? it follows that any vector normal 

to the hyper surf ace Qa=0 must likewise be such an 
eigenvector. 

On the other hand, if we choose 

ua'=d£/dza, (A.6) 

where £ is a member of the set of variables that com­
plement the Qa and are canonically independent of Qa 

[as introduced in I (Sec. 3)], then by a similar calcula­
tion we obtain 

Because of the canonical independence of £ and Qv, 
LQ%G = Oabl{dQv/dzb) }(d£/dz*) = 0. Therefore, 

LaiUa' = 0. (A.7) 

The above results show that h? is a matrix which 
projects out to zero any (covariant) vector normal to 
the surfaces £ = 0, and multiplies by (—1) any vector 
normal to Qa=0. From this, it follows that Pia= (dZa)/ 
(dzi) = hiaJrLi

a is a projection matrix, which projects 
to zero any vector normal to <2a=0, and leaves un­
changed any vector normal to £ = 0. 

Now, it is clear that the Poisson brackets \_Zb,Za~] are 
closely related to the above projection matrices. Thus, 

dZb dZa 

£Zb,Za2 = 0 " = OlWibPf. (A.8) 
dzl dzJ' 

Thus, the equations of motion (2.11) can be written as 

Z«=oapfP? I (dH/dzb) 1. 

In order to complete the evaluation of Za, let us con­
sider Pib{dH/(dzb) }=Vi} which is, of course, another co-
variant vector in the phase space, and let us study the 
quantity: 

Oi>PjaVi=OiJX8ja+Lj
a)vi. 

[Note that this matrix product is different from the 
one given after (A.4) because of the introduction of Oij 

and the summation over the i, j indices instead of the 
a, b, indices.] We have [from (A.3)] 

As in the previous case, we apply this matrix to two 
vectors. First, if v{= {(dQ^/idz*)}, we obtain 

^••°i3=o"&0"'" 



S E P A R A T I O N O F M O T I O N S O F M A N Y - B O D Y S Y S T E M S . I I A347 

In a similar way, it can be shown that if we choose 
v/^d&idz1), then OijLjav/=0. Remembering that Oia 

= —Oai, it follows then that 

OiJ'Pja=O^ibf+Lf) (A.9) 

is a projection matrix contravariant in its two indices, 
that yields zero for covectors normal to the surfaces 
<2a=0, and leaves unchanged covectors that are normal 
to £ = 0, except for turning them into contravectors. 

Now from (2.10), dH/(dzl), will in general, have two 
contributions, one not containing Q, and the second 
proportional to Q, so that the contribution of the latter 
will vanish on the equilibrium surface. We conclude then 
that {(dEO/idz*)} has contributions from (dH(Za))/ 
(dz{) only. And since, as shown in I (Sec. 4), [_Za,Q~] 
vanishes, it follows that Z° and H(Za) will be functions 
of the complementary variables £ only. Therefore, the 
vector U{= {dH/(dzi)} will be an eigenvector of the pro­
jection operators that we have discussed, belonging to 
the eigenvalue unity. As a result, Eq. (2.16) reduces to 

Z*=Oail(dH/dZ*)}. (A.10) 

In this way, we have demonstrated directly that 
when the equations of motion of the Z are obtained 
from the expansion for the Hamiltonian (2.10), with 
the correct Poisson bracket relations, they reduce to 
the original equations of motion evaluated on the equi­
librium surface. This means that the Zl(t) represent a 
possible motion of the system (which is in fact an equi­
librium motion). 

APPENDIX B: THE CANONICAL INVARIANCE OF THE 
METRICAL TENSOR O*' AND THE RELATION 

TO THE SYMPLECTIC GROUP 

Although the invariance of the metrical tensors Oij 
and Oij is evident from the discussion in Sec. 3, (3.1)-
(3.3), it is instructive to demonstrate this directly. To 
do this, we note that any canonical transformation can 
be built from a series of infinitesimal canonical trans­
formations, so that we may restrict ourselves to a dis­
cussion of the latter only. In the condensed phase-space 
notation, such an infinitesimal canonical transformation 
reads 

z'i-z^Dz^Oi'XdV/dzS), (B.l) 

where W(zj) is the generating function, X being a small 
constant. By differentiating (B.l) we obtain 

dW 
ADz^DAz^ Oij\ Azk. (B.2) 

dz'dzk 

This shows that when the zl space undergoes the 
over-all infinitesimal canonical transformation (B.l), 
then this induces at any point z{ a local affine trans­
formation on the vectors Azl (which is, of course, also 
infinitesimal), and whose coefficients are given in (B.2). 
To bring this out more sharply, let us write (d2V)/ 

(dz*dzk) = ajk. We then have 

PA**=0'')u*yfcAs*. (B.3) 

The coefficients of the affine transformations are then 

bk
i=Oi^aiki (B.4) 

so that 
Az'i-Az^DAz^bk'Az1*. (B.5) 

We shall now apply this transformation to the scalar 
product (3.5) expressed in terms of the new variables 
(z'Y, viz.: 

£(&/*, Az'O = OijAz'tdz'*'. (B.6) 

We have for the change of E under the transforma­
tion (to first order in X) 

D(E) = OijD(Azi)5z>'+OiJ(Azi)D(8zO 
= \(OljO

jk(dV/dzk)Azk8z^+OijAz^Ojk(dV/dzk)8zk). 

Using (3.4) and the antisymmetry of Oij and Oij, 
we obtain 

/ dV dV \ 
D(E) = \[ Az'&H Azk8zk)=0. 

\ cV dzk / 

It follows then that the scalar product (3.5) is in­
variant to an arbitrary infinitesimal canonical trans­
formation. But by going through the above detailed 
proof of this invariance, we have gained further insight 
into the problem. For the local affine transformation 
(B.5) induced by the over-all transformation (B.l) in 
zl space is not an arbitrary affine transformation. 
Rather, it is restricted by the relation 

where ay&= (d2V)/(dzjdzk) must be a symmetrical ma­
trix. On the other hand, general affine transformation 
would allow ajk to be an arbitrary matrix. Thus, the 
set (B.5) of local affine transformations has only 
i(6N)(6N+l) parameters and not (6N)2 as an arbi­
trary affine transformation would have. 

It is readily verified that the set of affine transforma­
tions restricted in the above way (i.e., by a3-k being a 
symmetric matrix) form a group (as they must, since 
the local affine transformations are induced by the 
over-all canonical transformations, which form a group). 
This local group is isomorphic to what is known as the 
symplectic group.2'16 This symplectic group is in fact 
defined as essentially the one which keeps the bilinear 
form OijUW invariant. 

It is basically because 0# is an antisymmetrical tensor 
that the scalar product of 0#wV is invariant to a 

16 It should be noted that M. Schonberg [M. Schonberg, Ac. 
Brasil de Cienc. 29, 473 (1958); 30, 1, 117, 259, 429 (1958)], men­
tions the symplectic character of classical phase space, while noting 
that the Jordan-Klein quasialgebra of the boson creation and 
annihilation operators is related to the symplectic geometry in the 
same way as the Jordan-Wigner algebra of fermion creation and 
annihilation operators is related to affine geometry of twice the 
dimensionality (namely, by being its Clifford algebra). 
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symplectic transformation. The usual symmetrical metric 
tensor g# leads in fact (when diagonalized), to an in-
variance of the corresponding form g#wV==X) uh{ to an 
orthogonal transformation (or more generally to a 
pseudo-orthogonal transformation, if the eigenvalues of 
gij are not all positive definite). 

APPENDIX C: REVIEW OF SOME BASIC PROJECTIVE, 
AFFINE, AND METRIC CONCEPTS AS APPLIED 

TO A SYMPLECTIC SPACE 

In simple affine geometry (without a metric), one 
can obtain scalar products only of a vector v{ with 
another one Wi that is contragredient to it; viz., E 
^WiU1 [e.g., if ui=Azi,wi=dF/(dzi), then E=dF/ 
{dzi)Azi—AF is a scalar, if F is a scalar]. Such scalar 
products do in fact have a simple geometrical inter­
pretation. For the contravariant vector W{ is in a one-
to-one correspondence with the hyperplanes passing 
through the point z\ these hyperplanes being defined 
by the equation 

WiAz«=0. (C.l) 

Thus, it may be said that W{ determines a unique 
hyperplane. For the general point 3*+As* (which is in 
the neighborhood of zl), we have 

WiAz{=E. 

As a result, the scalar product E=WiAzl is a measure 
of the separation of the point zi+Azi from the hyper­
plane (C.l) (i.e., E = 0 if the point is incident in the 
hyperplane, and \E\ increases if one goes out from it 
on any given line). 

Now, what a general metrical tensor m does is to 
make possible the definition of scalar products of a 
vector vl with another vector wl that is cogredient with 
it. How does this possibility come about? The answer 
is basically that to each covariant vector Wi, the general 
metrical tensor associates a unique contravariant vector 
wi=mijWi> and to each contravariant vector w*, a 
unique covariant vector Wi=m%fji)K In view of (3.10), 
this means that to each contragredient vector is associ­
ated a unique hyperplane and to each hyperplane a 
unique contragredient vector. And if ma is either sym­
metric (ntij—gij) or antisymmetric (niij=Oij), then the 
correspondence is not only one-one, but also symmetri­
cal, in the sense that if the correspondence is applied 
twice (i.e., vector to hyperplane and hyperplane to 
vector), then the original vector is obtained again. Such 
a correspondence is called a polarity in projective 
geometry.17 

It follows then that one can regard a metrical scalar 
product mijuV as a simple affine scalar product of 
either the vector ul with the hyperplane mip\ polar 
to the vector v3; or of the vector vj with the hyperplane 
niijU* polar to Ui. In either case, the metrical scalar 
product is a measure of the separation of one vector 

17 See e.g., J. A. Todd, Projective and Analytic Geometry (Pitman 
Publishing Corporation, London, 1948). 

from the polar plane associated to the other. Since this 
separation is to represent an invariant geometrical rela­
tionship between the two vectors u and v, it is necessary 
that the metrical tensor ma be so defined that the 
bilinear form niijuh3' is invariant (as is evidently the 
case with our tensor w#=0#). 

With an ordinary Euclidean metric (ntij=dij) which 
is invariant only to orthogonal transformations, the 
polarity defined by mij is very simple. For to each 
vector wi is associated a plane coordinate Wi=difw3'=wi 

(the upper and lower index vectors being the same in 
Euclidean metric). The plane WiAff*==X]tW*Aff*==0 is 
simply the plane through the origin (taken here to be 
zl) which is perpendicular (in the simple Euclidean 
sense) to the vector w*,and when ]£,• w*A#*=£5^ 0, then, 
as is well known, E is the simple Euclidean distance of 
the point xl+Axl to the plane Yl* w*A#*=0. The scalar 
product of w{ with v* is then just the distance from the 
point Axi=vi to the plane ]£< wiAxi=0. 

In the phase-space problem for which w#=0#, we 
find that the plane wi=OijWi contains the vector w\ as 
is evident from the fact that wlw

i=wiOijW3'=0. Thus, 
the phase-space metric, 0#, associates to each vector 
a polar hyperplane passing through it and this provides 
a further interpretation of the fact that the length of 
every vector is zero. 

Vice versa, given a covariant vector Wi one can 
associate to it a polar contravariant vector wi=Oijwj 
which is evidently in the hyperplane wtAxi=0 (be­
cause WiOij'wj=0). For example, consider any function 
F(zi). The surface F=0 defines (in the neighborhood of 
each point zl) the hyperplane dF/(dzi)Azi=0. Associ­
ated to the covariant vector Wi=dF/(dzi) (the local 
plane coordinates of the hypersurface) is the contra­
variant vector w\ which is polar to it; viz., 

w^Oi'XdF/dz*), (C.2) 

and from dF/{dzi)Oij{dF)/{dz^Q it follows, of course, 
that W* is in the hypersurface Q=0. As a special case 
of this relation, consider the equation of motion 

{dzi/dt)^Oij{dE/dz3). 

This equation then means that the velocity (dz^/dt 
is the vector in phase space which is polar to the hyper­
surface H~c at the point in question (and which, of 
course, lies in this hypersurface, as it should be). 

Thus far, we have not really introduced any metrical 
concepts, such as perpendicularity and perpendicular 
projection. All our discussions until this point have been 
done in terms of the projective relationships, such as 
incidence of lines in hyperplanes, and polarities. In 
order to work out the genuinely metrical implications 
of the tensor 0# we shall first consider the related 
problem of perpendicular projections. Now the general 
notion of projection arises in the problem of decompos­
ing a vector Azl into a sum of parts, 

A2«=En«V. (C3) 



S E P A R A T I O N OF M O T I O N S OF M A N Y - B O D Y S Y S T E M S , i t A349 

Each part $0/ should represent a displacement from 
the point zi+Azi [where F^(dFlM)/(dzi)Azi~] to the 
surface Ftl=0 (as in fact was done in our separation 
of the motion into oscillatory and nonoscillatory parts 
in the previous sections). The question then arises as to 
the proper definition of the direction in which this dis­
placement is to be carried out. Evidently, this direction 
must be chosen in a way that is invariant to all trans­
formations under consideration in the problem of in­
terest (e.g., rotations in ordinary space, canonical trans­
formations in phase space, etc.). From the projective 
point of view, such an invariance requires that this 
direction be denned as that of a contravariant vector 
polar to some plane, which latter is invariantly associ­
ated to the problem (e.g., F^=0). 

If the metrical tensor is symmetric (w#=g#), then 
the usual procedure of denning invariant directions 
of projections onto the plane 2*,=0, is to choose the 
vector will=gi3'(dF^)/(dzj) which is polar to that plane 
itself. Since a symmetrical metric can always be re­
duced to a Euclidean metric (gij=5ij) by a suitable 
linear transformation, the meaning of this procedure 
can be seen by going to a local Euclidean frame. We 
then have w^=g^{dF^)/{dz3)={dF^)/{dzi), which is 
just a vector in the direction of the Euclidean normal 
to the surface 2*^=0, and the projection thus defined 
is indeed a perpendicular projection in the usual sense. 

To obtain the magnitude of dzi(iy the displacement 
from Az* to the surface 2*,/x=0, we note that this is 
evidently proportional to AFll=(dF^)/{dzi)Azi itself. 
In this way we arrive at the definition of 8zifi, viz., 

dF» dF» dF» 
dzi^=gi* AF"= g'* Azk. (C.4) 

dz* dz' dzk 

Returning to (C.3), which expresses the requirement 
that the projected parts add up to give the original 
vector for an arbitrary Az\ we obtain a restriction in 
the functions F*1, viz., that the (dQ^/idz*) form an 
orthogonal set. For 

dF» dF» 
Azl= £ &'*= £ g*> Azk, 

M M dz* dz* 

and if this is true for arbitrary Azk
} we have 

dF» dF» 
£ * * — — = * * ' • (C5) 
M dz3 dzk 

If we had gone in the dual way of defining z* as a 
function of F* and projecting AF* as a sum of projec­
tions, we would have the dual relation 

dF» dFv 

E r=S"\ (c.6) 
dz1 dz* 

For an antisymmetric metric, however, such as 0#, 
the above described procedure of defining the direction 
of projection from z{+Az* onto the hyperplane 2*^=0 
by the vector polar to 2^=0 itself, is not adequate. 
For, as we have seen, the vector Oij{dF^)/{dzj) polar 
to (dF^/idz*) is now in the plane F"=0 itself, rather 
than pointing outside of it. 

In order to deal with this problem, it is essential to 
recall that in the general projective point of view that 
we are adopting, the only role of the metrical tensor in 
defining the projection onto (>=0 is to determine a 
unique direction of projection, as a vector polar to 
some plane. This plane need not, in general, be the plane 
Ffi=0 itself, but can be any plane that is invariantly re­
lated to FIX=0. In short, in order to project onto a plane 
F*=0, we may use as the direction a vector that is 
polar to some other plane F"=Q. But if we start with 
a complete set of functions F* which are in involution 
[i.e., Oij(dF>i/dzi)(dFl'/dz*) = 0>xv as defined in Eq. 
(2.5)], then to each surface 2*^=0, there is only one 
other Fv which defines a polar vector Oij(dFv)/(dz*) 
that is not in the surface 2^=0; viz., the Fv(=Fa) 
which is canonically conjugate to F*. Let us therefore 
define the direction of projection into Fti=0 as along 
that vector Oij(dFa)/(dz*) which is polar to the canoni­
cal conjugate of F*. As in the case of the symmetrical 
metric, the measure of the displacement is AFli= (d/*^)/ 
(dzk)Azk. Thus, the projected part, 5JS/, will be equal 
to O^idF^/idz^F^O^idF^/dzOidF^dz^Az1 (recall­
ing that Fa is canonically conjugate to JF**). Using the 
symbol O^ defined in (2.5), we obtain for the above 

dFM QFM dFv 

5V=0*yO[M]r Fv=OijF[fl]v Azl (C.7) 
dz* dz* dzl 

(where the sum over [ju] is not carried out, even though 
[jit] is a dummy index). 

Returning to the requirement (C.3) that the sum of 
the projected parts shall equal the original vector, we 
must have (with /x being summed over) 

dF» dFv 

E 5V= Azl= 0**0?, Azl. (C.8) 
n dz* dzl 

Since this is true for arbitrary z\ we have 

dF» dF" 
0**0 p, =8i*. 

dz3' dzl 

To see what this means, we write it out in terms of 
the (Qk,Pk) notation (i.e., F»=Qk for /*=1- • -3iV, and 
F»=Pk for n=3N+l- • -62V) viz., 

ZdQkdPk dQkdPk\ 

k\dxl dpi dpi dx1/ 
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This is just the Lagrange bracket of xl with pi} and 
the above requirement is satisfied if the <2k, Pk form a 
canonical set (in involution). 

If we had expressed Zl as a function of <2k, and made 
a similar projection of A<2M=X^ 5(>, we would have 
obtained instead of the Lagrange bracket relation, the 

1. INTRODUCTION 

IN the basic work of Bardeen, Cooper, and Sehrieffer,1 

the energy spectrum of a superconductor is de­
scribed in terms of independent quasiparticle excita­
tions. The natural mathematical tool for this description 
is the quasiparticle canonical transformation of Bogo-
lyubov2 and Valatin.3 The presence of external electro­
magnetic fields, however, invalidates the simple pairing 
of the original Bogolyubov-Valatin transformation. In 
order to study this situation one can introduce a 
generalized quasiparticle transformation which makes 
no such pairing assumptions. This was done again by 
Bogolyubov2,4 and also, in slightly different forms, by 
a number of other authors.5 Using these methods a 
fully gauge invariant treatment of the Meissner effect 
has been achieved. 

These discussions of the Meissner effect are usually 
limited to the case of absolute zero temperature. The 
generalization to finite temperatures is obviously 
desirable in order to study electromagnetic properties 
up to the transition temperature. However, it is far 
from obvious how one should proceed in order to 

*The research reported in this paper was supported in part 
by the National Science Foundation under Grand No. NSF-
G20964 and in part by the Army Research Office (Durham) 
under Contract No. DA-ARO-(D)-31-124-G356. 

1 J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Phys. Rev. 108, 
1175 (1957). 

2 N. N. Bogolyubov, J. Phys. (U.S.S.R.) 11, 23 (1947); Zh. 
Eksperim. i Teor. Fiz. 34, 58 (1958) [translation: Soviet Phys.— 
JETP 7, 41 (1958)]. 

3 J. Valatin, Nuovo Cimento 7, 843 (1958). 
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Poisson bracket relations 

/dQ*dPv dQkdPk>\ 
U ) = Skk', (CIO) 
i \dx{ dpi dpi dx{ / 

which also are satisfied if Qk, Pk, form a canonical set 
of functions. 

generalize to finite temperatures some of the above 
mentioned discussions. It is convenient to follow rather 
closely Bogolyubov's work4 which can be generalized 
to finite temperature without too much difficulty.6 

We make an ansatz for the density matrix in terms of 
independent quasiparticles and use the principle of 
minimization for the grand potential. In this way we 
obtain a set of nonlinear equations for a superconductor 
in a magnetic field which are valid at finite temperature. 
The Meissner effect is discussed in a fully gauge 
invariant way by linearizing the equations with respect 
to the vector potential. The current is seen to vanish 
at the critical temperature except for residual Landau-
type diamagnetism. In the simple special case of a 
factorizable interaction one recovers the temperature 
dependence of the penetration depth given originally 
by BCS.1 

Once the Meissner effect is established, one can use 
the nonlinear equations to study the phenomenon of 
magnetic flux quantization in a multiply-connected 
superconductor. This phenomenon, which was predicted 
theoretically by London7 and Onsager,8 has been 
verified experimentally by Deaver and Fairbank and 
by Doll and Nabauer.9 For mathematical simplicity 

6 Actually we can make some simplifications, since we do not 
seek the energy spectrum of collective excitations. This latter 
problem can be studied separately and was actually solved by 
E. R. Velibekov, Dokl. Akademii Nauk SSSR 142, 1265 (1962) 
[translation: Soviet Phys—Doklady 7, 134 (1962)]. 

7 F. London, Superfluids (Dover Publications, Inc., New York, 
1961), Vol. I. 

8 L. Onsager, Phys. Rev. Letters 7, 50 (1961). 
9 B. S. Deaver and W. M. Fairbank, Phys. Rev. Letters 7, 43 

(1961); R. Doll and M. Nabauer, Phys. Rev. Letters 7, 51 (1961); 
Z. Physik 169, 526 (1962). 
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A superconductor in a magnetic field is studied by means of a generalized quasiparticle transformation. 
Using the minimum principle for the thermodynamic grand potential, nonlinear equations are derived for 
the superconductor, which can be considered valid at finite temperature. For small magnetic potential these 
equations are linearized and shown to imply the London formula and the Meissner effect. For a multiply-
connected superconductor the nonlinear equations are shown to be consistent with Maxwell's equation only 
if the magnetic flux is quantized in the units predicted by Onsager. 


