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Collective Strain Splitting of Acceptor States in Silicon* 
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A splitting of the ground acceptor state in silicon due to equilibrium homogeneous strains and a cor­
responding transition temperature have been calculated. The equilibrium homogeneous strains are due to 
linear terms in the strain Hamiltonian which couple the acceptor states with the strain field. The transition 
temperature was found to be NAXS.6X10~20 °K, where NA is the acceptor concentration in acceptors per 
cubic centimeter. For indium, concentrations as high as 1020 acceptors per cc £ should be possible before 
Coulomb and exchange effects between acceptors are dominant. 

I. INTRODUCTION 

THE acceptor state in silicon having the lowest 
energy transforms like T8 of the tetrahedral 

double group. That is, the lowest acceptor state pos­
sesses the same fourfold degeneracy as the P3/2 valence 
band edge at ^ O . 1 At temperatures sufficiently low, 
all holes can be considered to be in the ground acceptor 
state. 

It has been found2,3 that the valence band edge of 
silicon and germanium at k = 0 is split under the ap­
plication of a homogeneous uniaxial stress. These 
stresses also split the degeneracy of the ground accep­
tor state.4 

If there are two acceptor states in the crystal, they 
should be able to interact through the strain, or 
phonon, field. If there are a great many acceptor 
states, they should collectively produce a strain in a 
manner analogous to the way in which a lattice of 
magnetic dipoles interact to produce ferromagnetism. 

In this paper the lowering of the energy correspond­
ing to this collective equilibrium strain and a corre­
sponding transition temperature are calculated. 

II. DIAGONALIZATION OF THE HAMILTONIAN 

In this section a Hamiltonian density will be set up 
and diagonalized, yielding the energy density associ­
ated with various equilibrium strains in the crystal. 
The strains associated with the minimum energy den­
sity and the maximum lowering of the energy density 
are obtained. 

Although the strain Hamiltonian for silicon doped 
with acceptor atoms contains strains of all wavelengths, 
and the equilibrium strain in the neighborhood of an 
acceptor state will contain strains having wavelengths 
comparable to the dimensions of the acceptor state and 
even shorter, the strains responsible for the collective 
effect of all acceptor states are homogeneous strains. 
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Therefore, in all that follows, only homogeneous strains 
will be considered. 

If an individual acceptor is considered, it can strain 
in one of the normal-mode strains. However, the zero-
point motion is large enough to average over all of the 
possible normal-mode strains and their negatives, so 
that on the average no strain exists. The only effect is 
to increase the amplitude of the zero-point motion. A 
homogeneous strain, however, induces a splitting even 
after averaging over the zero-point motions. Only the 
states split by the homogeneous strain are considered 
to be strain states of the system. This is in contrast 
with treatments of Jahn-Teller phase transformations of 
ordered impurities in which the individual atomic 
strain states are considered.5 

In the strain Hamiltonian there are two types of 
terms. First, there are the terms independent of strain, 
quadratic in the strain and of higher order in the strain 
which are present when the acceptor concentration, 
and hence the hole concentration, is zero. All powers 
of the strain higher than the second will be neglected. 

Second, there are terms which depend on the ac­
ceptor concentration. Because the acceptor concentra­
tion will always be much less than the atomic concen­
tration of silicon, strain terms quadratic and higher in 
the strain which depend on acceptor concentration will 
be neglected. The change in elastic constants with 
acceptor concentration has been computed only for 
quite high acceptor concentrations6 and will be neg­
lected here. The linear terms in the Hamiltonian exist 
because the acceptor state is a wave packet of states 
taken from the top of the valence band, and exhibits 
the degeneracy in the valence band. The Jahn-Teller 
effect7 states that, if a nonlinear symmetric arrange­
ment of atoms has a degenerate ground state (not 
including spin degeneracy), there will exist in the 
Hamiltonian nonvanishing terms linear in the dis­
placement of the atoms which destroy the symmetry 
and split the degeneracy. 

The most general form for these linear terms for a 
crystal with cubic symmetry has been given by Kleiner 
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and Roth2 and can be obtained from symmetry con­
siderations alone. The values of the deformation po­
tential coefficients Du and Du

f for states in the valence-
band edge of silicon at k = 0 have been determined by 
Hensel and Feher.3 Because the ground acceptor state 
has the same symmetry as the valence-band edge, the 
linear terms caused by the acceptor state will have 
exactly the same form as those for the valence-band 
edge, except for a change in the deformation potential 
coefficients. 

If the binding energy of the acceptor state were 
much less than the energy lowering due to the equi­
librium strain, the deformation potential coefficients 
obtained for the valence band edge by Hensel and 
Feher could be used for the acceptor state. Although 
this condition is not satisfied, these deformation po­
tential coefficients will be used. The Hamiltonian den­
sity due to acceptor states is taken to be the acceptor 
concentration times the energy per hole given by 
Kleiner and Roth.2 

The Hamiltonian density is then 

5C = 5 C 0 + ( ^ i i ) Z erf+dz £ euejj+(icu)Y, erf 

+NA{Dd° £ eu+ ( f A O E W - i / * ) * * 
i % 

+ ( ! A / ) L I W r W 0 / 2 > « > , (1) 

where cu and d3 are the elastic stiffness constants, en 
and Cij are the conventional strain components,3 ZV, 
Du, and DJ are the deformation potential coefficients 
appropriate to the various types of strain, 3Co is the 
Hamiltonian density with no strain, NA is the acceptor 
concentration, Ji is an angular momentum matrix for 
angular momentum §, and the sums over i and j run 
from one to three over the Cartesian components. 
Where no angular momentum matrix is indicated, the 
identity matrix should be taken, because the terms 
independent of acceptor concentration do not split the 
acceptor states. 

If a conventional phase for our angular momentum 
matrices is chosen,8 we can write our Hamiltonian in 
matrix form. 

3C= 
Qs+iQ* e+Q1-Q2 0 Qz-iQi 
Qz+iQi 0 e + G i - f t -Q*+iQe 

0 Qz+iQi -Qs-iQe e+Q1+Q2) 

where 
<3i = NADd

v (exx+eyy+ezz); 
Q2 = NA ^'D^){_ezz—\{exx-\-eyy)~\; 
Q, = NA (f Du) (|v3) (exx- eyy); 

Qt=NA(lDj)&JS)e«y\ 
Q* = NA(iDj)Qy/5)exz; 
Q*=NA(§DJ)WS)ey,9 

(2) 

(3) 

and 

+ (hcu)Y, i>3erf; (4) 
or, in terms of the Qi, 

Cii~\-2ci2 C\\ — C\2 

e=j&o- :0i : 

6(Dd'NA)* 3(iNADuy 

2cu 

{Qi+Qi) 

(Qt+Qt+Qf). (5) 
smADuy 

This matrix can be diagonalized to give eigenvalues 
for the energy density, 

X = 6 + 6 i ± (Q^+Qz'+Q^+Q^+Q^. (6) 

The minimum for the energy density cannot depend 
on the particular choice of Q2 and Qz as long as Qi+Qi 
is equal to a constant. The same degeneracy holds for 
(?4, (?5, and Q$. Also, strains of the type Qi are separated 
from the other types and cause no energy splitting. 
Minimizing the energy density X with respect to Qi, 
one obtains an equilibrium value for Q±. Terms in Qi 
can be included with the terms independent of strain 
to form the arbitrary zero of our energy. 

The energy density change due to the other strains is 

where 
\,=Aix?+Bf±(cfi+f)1,\ (?) 

A=-Ucii-ci2)mADuy; B=i2cu(iNADu')*; (8) 

The energy density can be minimized with respect 
to x and y by finding the values for x and y for which 
the first derivative of X' with respect to both x and y 
is equal to zero. For A^B, as is usually the case, 
either x or y must be zero at equilibrium. However, 
x=y=0 gives X' = 0 and is not a minimum for X'. If 
A>B, as is true for silicon, the minimum energy 
density is 

Xmin^ - 1 /45= - M V 2 / 6 C 4 4 , (9) 

and the corresponding distortions are 

e^+eJ+e^^N^D.yScu2; 

eXx= eyy=ezz=Qi/3NADd
v. 

(10) 

8 L . I. Schiff, Quantum Mechanics (McGraw-Hill Book Com­
pany, Inc., New York, 1955), 2nd ed., p. 146. 

The strains exx, eyy, and ezz are chosen so that Q2 and 
Qs are zero, and their value is determined by the value 
of Qi at equilibrium. 

III. THE WEISS FIELD METHOD 

The analogy with ferromagnetism will now be pur­
sued, letting the strain field play the part of the mag­
netic field, and the average value of the angular mo­
mentum components of the acceptor state play the 
part of the magnetization. I t will be found that the 
ratio of the average angular momentum components 
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to the applied strains obeys a "Curie-Weiss law," and 
the transition temperature can be computed. 

The response of the crystal to an applied strain must 
be determined. If the applied strain is of the form 
exyy then a "Weiss field" of the same form is assumed. 

eo~exy\o', exx\ o=eyy\ o=ezz\ Q=exz\ o=eyz\ o=0. (11) 

The notation | o means to evaluate the strain with no 
external strain fields applied. 

@xy &0 I @xy j @xx &xx y c L C , y±Z>J 

where exy is the applied strain. 
The Hamiltonian for the splitting of the acceptor 

state due to the total strain field exy is 

Ks = %D»'l(JJy+JyJx)/2yxy. (13) 

After diagonalizing (13), one finds that the acceptor 
level is split into two states, each twofold degenerate, 
with an energy difference 

AE=\(2/^)Du'exy\. (14) 

For the higher energy state, the eigenfunctions are 
(^i/2+^-3/2)/V2; (^3/2+^-i/2)/v2. This state will be 
denoted by + . The lower energy state has eigenfunc­
tions OAi/2— -̂3/2) V2; (^3/2—i^_i/2)/V2. This state will 
be denoted by —. 

The density of states at each level is 

NAexpi-Dje^kT) 
N+ = • ; 

exp (Du'exy/^$k T)+exp (—Du
fexy/̂ /3k T) 

NAexp(Du'eXy/^/3kT) 
N-= • . 

exp (Du'exy/^kT)+exp ( - Du'exy/^kT) 

The density of the angular momentum coefficient is 

"2\Jx-Jy\JyJ a ; / a v ~ 2 \ T ~ | J x-Jy\JyJ x\ \ ) ^ + 

+ h{-\JJv+JyJ*\-)N~. (16) 

Here (+1 | + ) indicates that the expectation value 
between the upper states should be taken. This gives 
the upper eigenvalue +V3/2. 

Substituting (15) into (16), one obtains 

WJv+JvJ*)*v= -NAW3/2) t anh(Z> w Wv^r) , (17) 

This form of strain dependence has been experimentally 
verified for the case of O2 centers in alkali halides.9 

Equation (17) becomes, for Du
fexy<£kT, 

~2\J xJy\JyJ x/av 

= - (NADJ/2k) ipJT) = C(exy/T). (18) 

The expectation values between + or — states for 
all other angular momentum combinations in our 
Hamiltonian (1) vanish, so that the assumed strain 
gives an average value for only its coefficient. 

This average splitting of the acceptor states in turn 

leads to an equilibrium strain in the crystal. The 
energy density is 

& = ^DU \_2\J xJ y~\J yJ x / a v j ^ x y 

+iculL *>/£*/• (19) 

The energy density is then minimized with respect to 
the possible strains to obtain the equilibrium strains 

&xx\ 0 ~ &yy \ 0 = = &zz \ 0 = &xz | 0 = = &yz | 0 = = U j 

&xy I 0 = £ o ~ I J - ^ W \j2\J xJ y \ J yJ x) &v \ 

= tlWJv+JyJ*W]- (20) 
Equations (12), (18), and (20) yield 

~2\J x-J y \ J yJ x/av ^ 

. = . (21) 
exy T—Cy 

Cy, the transition temperature, is given by 

Tc=Cy = NADuy3kcu. (22) 

Comparing (9) and (22), one obtains for the lowering 
of the energy density 

Xmin^- IA^ZV (23) 

The splitting of the lowest acceptor level is then 

AE=kTC} (24) 

which might have been expected. 
Using ZV = 2.68±0.25 eV, determined by Hensel 

and Feher,3 and a value for cu=8.007 X1011 dyn/cm2, 
which it has at low temperatures and which varies 
little with temperature at low temperatures,6,10 one 
obtains 

r c =^X5.6X10- 2 0 O K=^X2800°K, (25) 

where nA is the fractional number of acceptors and NA 

is the acceptor concentration in acceptors per cc. 
Feher, Hensel, and Gere4 found that a stress of about 

300 kg/cm2 in the (100) direction was necessary to 
split the ground acceptor state enough for paramagnetic 
resonance absorption transitions to be observed over 
the broadening due to the background of random 
strains in the crystal. The energy splitting due to an 
applied stress in the [100] direction3 is 

AEs = iDuT/(cn-c12), (26) 

where T is the applied stress. The splitting necessary 
for transitions to be observed is roughly 8X10 -5 eV, 
or 0.9°K. 

In order to observe the effect of the equilibrium 
strain, one would like to increase the concentration to 
a value which would allow the energy splitting of (24) 
to be greater than the energy splitting necessary to 
overcome the random strains in the crystal. However, 

9 W. Kanzig, Phys. Chem. Solids 23, 479 (1962). 10 H. J. McSkimin, J. Appl. Phys. 24, 988 (1953). 
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TABLE I. Approximate concentrations and 
transition temperatures. 

Acceptor NA in acc/cc Tc in °K 

B 1018 0.06 
Al 3X10 1 8 0.17 
Ga 4X10 1 8 0.22 
In 1020 5.6 

at very high concentrations, the acceptor states gain 
more energy by binding into hydrogen-like molecules 
and finally bands than they gain due to the Jahn-Teller 
effect. The energy of binding into hydrogen-like mole­
cules comes from both direct Coulomb and exchange 
interactions. For concentrations in the range of inter-

1. I N T R O D U C T I O N 

THIS paper describes an experimental investigation 
of the electronic energy band structure of GaP. 

The approach taken in this study was to measure the 
effect of hydrostatic pressure on certain optical prop­
erties in the infrared, visible, and near ultraviolet 
regions of the spectrum. Included in these were absorp­
tion near the fundamental absorption edge, extrinsic 
absorption, reflectivity, and recombination radiation. 
Several features of the lowest conduction bands have 
been elucidated in the energy range from 2 to 4 eV 
above the valence band maximum. 

Part of the basis for this work is a systematic correla­
tion inferred from earlier work on pressure effects in 
group 4 and group 3-5 semiconductors.1"-8 It has been 

* Research supported by the U. S. Navy Office of Naval 
Research. 

1 Some of the principal results of this work were briefly men­
tioned in R. Zallen and W. Paul , Bull. Am. Phys . Soc. 9, 61 (1964). 

2 W. Paul and D . M . Warschauer, Phys . Chem. Solids 5, 89 
(1958); 5, 102 (1958); 6, 6 (1958). 

est, this binding energy is much larger than the energy 
due to Van der Waals forces between acceptor states 
and the direct magnetic coupling between acceptor 
states. 

Therefore, one must know at what concentration 
the molecular binding energy exceeds the energy lower­
ing computed from (9). Table I gives the approximate 
concentrations at which this occurs, and the transition 
temperatures associated with these concentrations. 
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observed that corresponding energy separations in 
these materials have similar pressure coefficients. In 
other words, the effect of pressure on the energy of an 
electronic transition depends primarily on the particular 
type of final and initial states involved (each specified 
by a band index n, a reduced wave vector k, and a 
group-theoretic classification), and is relatively insen­
sitive to choice of material from among this class 
of simple semiconductors. We have listed some pressure 
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Band Structure of Gallium Phosphide from Optical Experiments at High Pressure* 
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The effect of hydrostat ic pressure on the following optical properties of GaP has been measured a t room 
tempera ture : the fundamental absorption edge region from 2.2 to 2.7 eV, an infrared absorption band 
appearing in n-type material a t 0.3-0.5 eV, peaks in the reflectivity spectrum a t 2.8 and 3.7 eV, and recom­
bination radiat ion in forward-biased p-n junctions a t 1.7-2.3 eV. The results have been interpreted by means 
of a proposed energy band structure in which the conduction band states Xf, Xz

c, Tic, Tnc are located a t 
energies of 2.2, 2.5, 2.8, 3.7 eV, respectively, above the valence band maximum a t Tnv. T h e following pres­
sure coefficients have been measured (the transition involved is given in parenthesis) , where energy is 
expressed in eV and pressure in 108 ba r s : E0(Tuv-^ Xic)= 2.22-1.IP; Eo(Tlb

v-*T1
C)=2.78+10.7P; 

Eo'(Tlb
v -> P15

c) = 3 . 7 1 + 5 . 8 P ; AE2(Xic -> Z3
C) = 0 . 3 + l P . The coefficients of EG and E<S are close to those 

for the corresponding transit ions in Si; t h a t of E0 is close to the corresponding coefficient in Ge. T h e weak 
reflectivity peak a t 2.8 eV, the direct gap, shifts with temperature a t a ra te of about —4.6X10 - 4 eV/°K, 
compared to a value of about —5.2X10"4 eV/ °K for the 2.2 eV indirect gap. 


