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Alstract

- The integration of data from differential scanning calorimetry to obtain enthalpy vs.
time or temperature curves can be performed easily and painlessly with modern
thermoanalytical instruments interfaced with computers. This paper reviews old techniques
and develops new ones for determining proper thermodynamic quantities and tempera-
tures, and degrees of conversion from the integrated curves.

Methaods for using the isothermal baseline rather than the transient one for minimizing
the displacement from it during a constant heating raie experiment and for calibrating the
isothermal temperature are described. Integration avoids errors due to kinetics effects and
changes in interfacial resistance in the determination of heat capacity. The thermodynamic
or ‘“fictive™ glass transition temperature and change in specific heat at the glass transition
are determined more easily and in a correct manner by the integration method. The
analysis of both sharp and diffuse first order transit'nis are discussed. Thermodynamically
correct temperatures and heats of transition and reaciion are abtained through integration.
Application of the lever rule to isothermal ‘‘tie lines” is used to obtain the correct
“fraction reacted’ during transitions, and methods for compensating for weight loss and

heal of evaporation are discussed. Purity determination by the stepwise isothermal method
is briefly reviewed.

INTRODUCTION

The concept of integrating differential scanning calorimetry (DSC)
curves, i.e. determining changes in enthalpy from the integration of heat
capacity at constant pressure data, is hardly a recent innovation. Ever since
- the ice calorimeter was developed by Lavoisier and Laplace in 1783 [1],
scientists have, in one way or another, been obtaining ‘“heats’” from
experimental “heat capacities”. It is surprising, therefore, that thermal
analysts do not automatically display their integrated DSC data because the
interpretation of these ‘“‘enthalpic™ results is often much more obvious and
straightforward, and one can often avoid many problems and pitfalls
encountered during the mterpretatlon of the derivative DSC traces.

Now that most thermoanalytical experimental results are obtained
“through a computer interface and mathematical mampulatlon of these data
‘is routine, there is no excuse for not taking advantage of this 51mp11fymg
treatment durmg the desngn and analysns of DSC experlments
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. This paper discusses ways of obtaining the correct baseline for
integration of a DSC curve, calibrating temperature, measuring heat
capacity, glass transition temperatures and C, changes, determining purity
from the van’t Hoff equation, determmmg transition temperature and
enthalpy for sharp and diffuse first order transitions, determining degree of
conversion by applying the lever rule to integra] curves, and ways for
compensating for weight loss and latent heat effects during first order
transitions.

BASELINE DETERMINATION

In order to integrate a DSC curve (i.e. the rate of heat change (power) as
a function of temperature or time) and thus to determine heats of transition
etc., it is necessary to establish a baseline to bound the area which is to be
integrated. In the absence of any physical or chemical transformation, the
isothermal baseline reaches a steady value after a very short instrumeéntal
warm up period, during which any transient effects decay. This steady value
depends only on the difference in hedt flows through tke sample and
reference calorimeters or platforms at that temperature. A series of steady
state values at successively higher or lower isothermal temperatures
obviously delineate this stable baseline and, unlike the so-called baseline
obtained at constant heating rate, it is unaffected by transient effects such as
changing patterns of heat flow and contact at solid—solid interfaces and
inherent kinetic lags, which occur when a system is being heated or cooled.
Further, in the case of a first order transition, obtaining an ‘“‘isothermal’”
baseline by the linear extrapolation of the isothermal baseline from before
the transition is justifiable and can be tested in some cases by pauses at
various temperatures within the temperature range of the transition. Tn any
event, any deviation in its linearity can be assessed from a ‘blank”
experiment (with empty pans).

If the heat capacity difference between the sample and reference sides of
the DSC is large, then there will be a large displacement of the DSC trace
when the system is heated or cooled at a constant rate. This displacement
will be proportional to the heat capacity difference between the two sides
multiplied by the rate of temperature change. When such a large
displacement occurs, the 1mprec1510n in measuring small heat changes by
integration of heat capacity data increases considerably. However, such
large displacements can be removed quite simply. Any large disparity

_between the heat capacities of the reference and sample sides of a DSC can
be compensated for by adding (usually to the reference side of the DSC)
the proper amount of thermally inert material, e.g. (pieces of) aluminum
sample pan lids. This procedure diminishes the area to be integrated and
thus increases the sensitivity of the integrated curve to the heat changes.

When the tetnperature of the DSC is changed the DSC trace at constant
heating rate will show some curvature, even in the absence of an enthalpic
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event, due to the difference in emissivities of the sample and reference
sides. This difference and resulting curvature may increase as the
instrument ages. The emissivities can be more closely matched by applying
an area of dark coating to one side of the DSC [2]. However, the method
used to straighten the baseline in modern instruments is to ramp a little
extra current to one of the sides. This is reasonably successful in
straightening this ‘‘dynamic base line” but results in a difference between
the temperatures of the sample and reference sides of the calorimeter which
may be as large as several degrees [3]. :

As a result of all of the above and many other comphcatlons, the
‘‘isothermal’’ baseline, rather than the ‘““‘dynamic” baseline, is used in this
paper as a boundary for the area to be integrated. The establishment of an

isothermal baseline is described in the isothermal temperature calibration
which follows.

ISOTHERMAL TEMPERATURE CALIBRATION

One should integrate a DSC trace between two isothermal temperatures,
so it is important that these isothermal temperatures be calibrated with high
precision. The isothermal temperature may be calibrated from transition
temperatures such as the melting point of indium or from sharp
reproducible transitions of other materials [4]. An example of this
technique is shown in Fig. 1. Here the programed temperature was raised in
0.1 K increments from 427.8 to 428.5 K. The baseline along the abscissa
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Fig. 1. A DSC irace (power difference vs. ume) showing successive isothermal . steps
(a) empty pans; (b) 8. ODmg of 99.99% indium in the sample pan. The numbers are the

programed temperatures in kelvin. The temperature was increased by 0.1 K at the begmmng
of each deflection.
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(drawn through the isothermal pauses) is by definition the isothermal
baseline which was discussed in the previous section. (Obviously, this
isothermal baseline can be extended over a much broader temperature
range.)

The areas between the displacements and the baseline in Fig. 1, curve (a)
(for empty sample pans), when the programed temperature is increased by
0.1 K increments, are proportional to the enthalpy change, i.e. the integral
of the differences in heat capacity between the sample and reference sides
over the 0.1 K temperature step. {(Actual integration is unnecessary here
because we are only interested in identifying the temperatures, not the
magnitude of the enthalpy changes.) The large displacements in Flg 1,
curve (b) result from the increased heat capacity of the samp]e side due to
the presence of an 8.00 mg specimen of 99.99% indium. The increase in the
area of the- dlsplacement at the programed temperature increment of
428.1-428.2 K is due to the van’t Hoff ‘‘impurity tail”” of the indium melting
transition and/or a slight *“overshoot’ during the temperature increase. The
very large area produced by the temperature change 428.2-428.3 K
identifies this programed teraperature range with the melting point of the
indium.

In order to calculate the change in enthaply over a temperature range,
-one must integrate the area between the isothermal baseline and the DSC
curve for the sample of inlerest and then subtract from this enthalpy the
enthalpy obtained from a similar integration between the DSC curve and
isothermal baseline for the same temperature range for a run made with an
empty sample pan. That is, in Fig. 1 one must subtract the areas of the
“empty pan’’ curve (a) from the areas of curve (b). If one has compensated
for the heat capacity difference between the sample and reference sides, the
areas of curve (a) will be very small for short temperature or time ranges.

No enthalpic events occur during the empty pan run (curve (a)) so the area
“can be determined for much larger temperature jumps, say of 20 or 30
degrees, and an average area per degree calculated. Then the appropriate
average area (in the above case, for one tenth of a degree) subtracted from
each of the one tenth degree jumps areas of Fig. 1, curve (b). As previously
stated, the integration of the areas is unnecessary for isothermal tempera-
ture calibration, but integration is required for a case involving a quite

-similar expenmental procedure (stepwise impurity determination) de-
scribed later in this paper..

" DI:.TERMINATION OF HEAT CAPACITY

The well-known way of measuring spec:ﬁc heat capacity by DEC [5] is
illustrated in Fig. 2. An empty sample pan is heated or cooled at a constant
rate of temperature change between two isothermal temperatures 7; and T;.
This is repeated, first with a material of known C, (e.g. alumina) in the
sample pan and then with the specimen of interest. The specific heat
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Fig. 2. The dynamic method for specific heat capacity determination by DSC: power vs,
temperature.

capacity of the sample C,(sample) at any temperature in the range is
calculated from the known value of C,(alumina) from the equation

C,(sample) = C,(alumina) X [wt(alumina)/wit(sample)] :
X [A(sample)}/A{alumina)]j (1)

where wt is weight and A is amplitude, i.e. the distance along the ordinate
between the alumina or sample curve and the empty pan curve at the
chosen temperature. The accuracy of heat capacity measurement by this
method is usually about 5% which can be reduced to about 1% by
meticulous e:u:penmental procedure [6, 7]- There are several causes for this
lack of precision. One serious problem is that of maintaining a constant
thermal resistance across solid-solid interfaces. In this case, these
interfaces are between the calorimeter or platform and the sample pan and
between the sample pan and the alumina or specimen. Any movement
resulting from purge gas flow, vibration, specimen buckling, sintering or
melting, or {(most importantly) from removing and replacing alumina and
sample specimens, will affect these thermal resistances and alter the heat
- flow pattern of the system. Differences between the thermal conductmty of
the specimen and the calibrating material will also introduce error into the“.
calculation.

The thermal resistance between the pan and the calorlmeter can be
reduced.to about one third of its value and rendered more reproducible by
putting into the pan-calorimeter interface a drop of ‘‘thermal lubricant’
- e.g. htgh viscosity silicone oil (for temperatures below 200°C) [8]. In any
event in a constant rate of temperature change expenment such as thlS,



134 " LH. Flynn/Thermochim. Acia 217 (1993) 129149

there is an inherent lag in the amplitude when the heat capacity is changing
with temperature. (The decrease ih area (and amplitude) resulting from this
lag is not regained until a new isothermal temperature is established.) This
can amount to several percent error in heat capacity measurement for
poorly conducting specimens [9].

However, all of the problems inherent in the above dynamic method can
be avoided by the integration method, i.e. using the DSC as a calorimeter
[4]. In a traditional calorimeter, a metered amount of power is added to the
system and the compensating temperature change is measured. To use the
DSC as a calorimeter, a metered temperature change can be infroduced
and then the power that the DSC heaters add to the system to compensate
for this temperature change is measured. As before, the DSC is operated
between two isothermal temperatures 7, and T.. (In this case, rate of
temperature change is immaterial; thus, we will use the curves in Fig. 2 to
illustrate this method.) As before, experiments are performed first with the
empty sample pan and then with the sample of interest. The two curves are
then integrated between their isothermal baselines and their displacements
during the temperature change. If the enthalpic calibration constant K for
the DSC has been accurately measured, then the enthalpy change, AH, may
be determined from the integrated areas and therefore the average specific

heat capacity for the unknown sample over the temperature range 7,-T,
will be given by eqn. (2).
Co(T\, T2) = K[AREA(sample) — AREA(empty)]/(Tz — T7)

= [AH (sample) — AH(empty)]/(T> — T;) (2)

In heat capacity determination there is no special advantage in the
ana]ysr«“ of the data to be gained by displaying the integrated enthalpy vs.
temperature plot.

The main scurce of error in egn. (2) is the calculation of the enthalpic
constant for the instrument, which is obtained by using alumina or some
other standard for which the heat capacity has been accurately determined.
As in all calorimetric studies, an average value for the function C, over
a temperature interval is obtained. This temperature interval can be
shortened or, better yet, experiments with overlapping intervals may be
performed as needed to extend and to bring out the detail of the C, vs.
temperature curve for the substance. The total enthalpy change between
two isothermal temperatures is used for these calculations, so the precision
is much greater than that obtained from the conventional measurement of
- C, from the amplitude of the derivative curve as illustrated in Fig. 2.

DETERMINATION OF' THE GLASS TRANSITION TEMPERATURE

The glass transition temperature 7, seems simple enough when it is
defined thermodynamically as the pomt on an enthalpy (or volume) vs.
temperature graph at Whlch the (supercooled) liquid and the glass curves
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Fig. 3. The glass transition temperature (“ideal” second order trausition curv:s):
(a) enthalpy vs. temperature; {b) velume vs. temperature; (¢} heat capacity vs. tempera-
ture; (d) coefficient of expansion vs. temperature.

intersect (as shown in the *‘ideal case’ schematic in Fig. 3). Indeed, this is
the way that it is determined from a thermomechanical analysis (TMA) plot
of volume (or a dimension) change vs. temperature where an extrapolation
is made to the intersection of the two curves as shown in Fig. 3(b).
However, the traditional technique for determination of 7, by DSC is to
define it at the discontinuity of the derivative curve (step function), as
shown in Fig. 3(c). The integration of the DSC curve (as in Fig. 3(a)) to
obtain the thermodynamic (or fictive) 7, was suggested many years ago by
Flynn [4] and Richardson and Savill [10]; only in the last few years have
computer routines been developed to perform this relatwely ‘simple
operation [11].

The problems involved in using the derivative DSC curve to obtam the
glass transition temperature are manifold. Two innate complications in
glass transition measurement are illustrated schematically in Fig. 4. First,
the glass transitioh is kinetically sluggish, so it takes place over a
temperature range which may be quite large at conventional heating rates.
This causes the glass transition obtained from DSC to be a 51gm01dal curve.
rather than.a step function, as is illustrated schematically in Fig. 4(a).

- Secondly, the glassy state is imperfect and cannot be well defined.
Therefore, if one cools a material rapidly from the hqmd state (quenches
it), this liquid is frozen into a low density glass with a high enthalpy (as
lllustratecl schematlcally by GL(I) in Flg 4(b)) However, if the material is
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Fig. 4. The glass transition temperature—two complications: (a) kinetics structure;
(b) multiple glassy states: enthalpy vs. temperature and heat capacity vs. temperature

curves: GL(1), low density glass; GL(2), intermediate density glass; GL(3), high density
glass.

cooled slowly (i.e. it is allowed to anneal) the molecules relax into a high
density glassy state of lower enthalpy (as illustrated by GL(3) in Fig. 4(b)).
There is, of course, an almost continuous spectrum of intermediate glassy
_states (e.g. GL(2) in Fig. 4(b)) which have intermediate densities and
enthalpies.

We discuss from a phenomenological perspective two examples of what
may occur when a glass is heated through its 7; in DSC [4]. These two cases
are shown in Fig. 5. In Fig. 5, case (I), a liquid is cooled slowly into a high
density low enthalpy glassy state and then heated rapidly. In effect, the
heating glass ““overshoots™ the liquid curve because its *‘relaxation time” in
this lower temperature range is long in comparison to the rate of heating.
As the temperature increases, the relaxation time for the glass to liquid
process decreases and the system ““‘catches up” to the liquid curve and, as a
result, one sees what appears to be an endothermic first order peak at the

end of the glass transition [4,12]. This happens often during the
_measurement of the T, of amorphous polymeric materials. This peak is
-illustrated by curve (I) in the lower DSC plot in Fig. 5. In case (II), the
substance is rapidly quenched into a low density “imperfect” glass, as in
Fig. 5. It is then heated slowly through the glass transition temperature
region. As the glass transition temperature is approached, the glass begins
- to “perfect” itself, i.e. slowly anneal itself into a lower enthalpy glassy state.
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Fig. 5. The effect of cooling rate on glass transition temperature determination By DSC:
(I} enthalpy vs. temperature, slow cooling and fast heating; (II) enthalpy vs. temperature,
fast cooling and slow heating; DSC curves for cases (I) and (II).

This occurs until the supercooled liquid curve is neared and the transition
from the glass to the liquid phase begins to take place at a more rapid pace
than the annealing process. This annealing process may produce what
appears to be a small exothermic peak at the beginning of the glass
transition. This peak is illustrated by curve (II) in the lower DSC plot in
Fig. 5.

It can be seen from the enthalpy vs. temperature curves in Fig. 5 that the
correct glass transition temperature (obtained from the extrapolated
intersection of the glass and liquid curves) is lower for the high density glass
GL(3) in Fig. 5(I) than for the low density glass GL(1) in Fig. S(II). This is
to be expected. However, if the customary method of determining the glass
transition temperature from the derivative DSC curves of Fig. 5 is used (i.e.
taking the temperature at which the DSC trace has reached the midpoint of
the amplitude of AC, between the “before” and “after” curves) then
incorrect values for the T, values are obtained, e.g. the annealed glass
GL(3) appears to have a higher glass transition temperature than the
quenched glass GL(1).

Many other comphcatmg phenomena can occur in the glass transntton
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region. As the glass is heated through its transition, the atoms and
molecules are released from their rigid structure and are able to do what
they were unable to do before because of their immobile condition. Strains
introduced during cooling or méchanical working are released, causing
exothermic displacements. Occluded gases or vapors start to escape,
causing another enthalpic displacement. Some thermosetting polymers may
have an ‘“‘annealing peak” in the middle of the glass transition. If the
specimen was previously quenched, then cold recrystallization can occur
with a release of enthalpy. Chemical reactions may suddenly flare up at a
greatly increased rate owing to the increased mobility of the reactants.
These reactions may consist of either synthesis, (e.g. further cure of a resin)
or a decomposition reaction. These reactions may be either endothermic or
exothermic. An additional problem is that, owing to the sluggishness of the
glass transition, the region of heat capacity change for some materials may
stretch over a range of several tens of degrees of temperature and, in the
case of highly cross-linked polymers for example, the change in heat
capacity in the DSC curve (or change in slope of enthalpy curve) in the glass
transition region will be very slight. As a result, the DSC trace in the glass
transition region may include considerable collateral enthalpic structure
which can make 7; determination difficult (if not impossible) in some cases.

Some “typical” DSC glass transition curves are shown in Fig. 6. These
types of derivative curves are mast difficult to interpret. However, by using
the integral curves of enthalpy vs. temperature, the slopes of the liquid and
glassy curves can often be extrapolated to their intersection at 7, from
regions beyond those where the complicating effects occur. Further, for the

acy

! TEMPERATURE

. Fig. 6. Some DSC curves for giass transmbhs which are difficult to interpret. (Pubhshed
- DSC glass transition curves tend to be the ‘“‘cream of the crop”. Most of the really ugly
curves are undoubtedly fiied away and never seen in print.)
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integrated curves the differences in slopes between the extended glass and
liquid curves permit a better calculation of the AC, at the glass transition,

FIRST ORDER TRANSITION MEASUREMENT

First order transitions may be divided into two types. The first is a sharp
transition such as the melting or freezing of a pure low molecular weight
malerial of high thermal conductivity. For a sharp first order transition,
measured by DSC at constant heating rate, the temperature increment
during which the heat must flow between the DSC heater and the specimen
in order to match its heat of transition is larger than the temperature range .
of the transition. In this case, the rate of measurement of the transition by
DSC is heat flow limited. At constant heating rate, the leading edge of this
endo or exothermic peak should be linear and its slope equal to the heating
rate divided by the thermal resistance between the heater and the
specimen. The second type of first order transition is a diffuse transition. In
this case the shape of the DSC peak is limited by the kinstics of the
transition. Examples of diffuse transitions are those of the melting of many
polymers and those of chemical reactions. We discuss the interpretation
and measurement of heats and fractional conversions for both of these
types of transitions.

However, before discussing the integration of first order transition peaks
it is well to point out a basic misconception by many thermal analysts which
flaws their analysis of first order transitions obtained from DSC data.
Thermodynamic quantities such as enthalpy, entropy, free energy, volume,
etc. are defined at a specified temperature, pressure, chemical composition,
etc, However, because scientists in the field of thermal analysis are dealing
with measurements at continually changing temperatures, they have
developed the misconceived practice of measuring heats (which they often
mistakenly call enthalpies) of transitions and reactions over a temperature
range rather than at a specific temperature. : :

There might be an argument for defining the heat of transition or
reaction obtained from the area under a DSC peak as the heat (at constant
heating rate) for the temperature range 7;—7;, the temperatures at the.
beginning and end of the DSC peak. However, one does not define any
other property which changes with temperature (such as volume) over a
temperature range and most scientists would not find this an acceptable
practice.

In the determlnatlon of the heat of transition from the area of a DSC
peak, there is no problem in bounding it by the linear extrapolations of the
dynamic baselines, before and after the DSC transition, when these
‘extrapolations meet to form a straight line, i.e. when there is insignificant
change in heat capacity during the transition. However, for the case where
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Fig. 7. Drawing the correct base line on a DSC thermogram for a heat of transition [14].

“there is a significant heat capacity change, Adam and Muller (for DTA) [13]
and Guttman and Flynn (for DSC) [14] demonstrated that the enthalpy of
transitions can be correctly obtained by constructing a step function
'between the extrapolations of the ‘‘before’ and ‘“‘after” baselines to a
selected temperature at which the enthalpy is to be calculated. (There is still
a slight kinetics correction for thermal lags when using this step function for
- the baseline to calculate enthalpy [9].) This case is illustrated in Fig. 7.
Here, for a sharp transition, the transition temperature at which the
enthalpy was calculated was chosen to be the ““‘onset’ temperature. Once
“the enthalpy is calculated at any one temperature, it may be calculated at
another temperature by applying Kirchoff’s equation [15] for the change in
heat capacity integral. (Recently, over twenty years after the publication of
refs.. 13 and 14, several DSC instrument manufacturers have finally
developed routines for calculating such a baseline.) However, we shall sec
that prior integration of the DSC peak simplifies these calculations and
- clears up most of the ambiguities in the selection of proper “before’ and
” “after” dynamic baselines.

- Integration of first order transition peaks is a]ways performed whenever
‘enthalpies or heats of transition or reaction are determined from them.
However, the integrated enthalpy vs. temperature (or time).curves are
‘seldom displayed or included in a publication. Before we describe the
interpretation of an mtegrated first order DSC peak, there is another rather
obvious factor that is often overlooked. Not only must one define the
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transition or reaction temperature, but one also must define the stoichi-
ometric equation for the transition (or reaction) itself. This is not an
important factor for systems involving simple condensed phase transitions,

e.g. Solid A — Solid B, or Solid B— Liquid. In more complex systems such

as chemical reactions, especially where a change in mass is involved, such

stoichiometric equations are essential both for defining the enth&lpy and

determining the fractional conversion. We illustrate the importance of
these considerations later by presenting as an example the measurement of
the chemical cure (polymerization) of a resin as measured from its heat of
reaction by a DSC. Such a system includes many of the factors which

complicate the analysis of these DSC traces.

However, we first illustrate the integration of a simple case in which the
above complicating factors are not present. In Fig. 8 (top) we see a
schematic DSC trace of an endothermic first order transition during which
there is a change in the heat capacity of the specimen, i.e. the extrapolated

dynamic ‘‘baselines’ before and after the transition do not intersect to form
a straight line.

dam
dt

T T G

AH

Fig. 8. Integration of a first order transition during which there is a heat capacity (baseline)
change: schematic of DSC trace and the integrated AH vs. temperature curve.
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It is obvious that the proper enthalpy of transition can be obtained at a
temperature (77) by using the step function baseline as suggested above.
However, it must be calculated separately at each different temperature.
Further, the measurement of the fraction reacted a at TT, say, from the
fractional area divided by the total area is ambiguous and unobtainable.
(An incorrect fraction reacted is obtain.d by bounding the area with a
straight line baseline connecting the “before” and “after’ dynamic
baselines.) In 1969 Brennan et al. [16] developed an iterative method for
determining the baseline in cases where the heat capacity change is due to
the immediate loss of a volatile product. This method results in a sigmoidal
baseline and has recently been included in the software of several
commercial instruments. -

If the area between the DSC curve and its isothermal baseline is
integrated, we obtain the AH vs. T plot shown in Fig. 8 (bottom). The
snmphmty of determining enthalpies and fractions reacted from the integral
curve is immediately apparent. The reaction enthalpy is obtained from the
vertical distance (ac) between the extrapolated “before” and *“‘after”
‘enthalpy curves at any desired temperature (e.g. 7, I+, 7y) and the
Kirchhoff correction is automatically taken care of by the differing slopes of
the “before’” and ‘‘after” enthalpy curves. Most importantly, the fraction
reacted (fractional conversion) is correctly and simply obtained from
application of the “‘lever rule” to the distances along the vertical “‘tie lines”’
at any temperature. For example, the fractional conversion at 7+ is bc/ac.

The next example we discuss is the exothermic cure of a resin to form a
polymeric material. These reactions can include most of the complicating
factors which can occur in a DSC measurement of a first order transition
involving an endothermic or exothermic chemical reaction.

There are many factors involved in the cure of a resin which complicate
the interpretation of its DSC trace. The first is a very fundamental one. We
know from the curves of systems of homologous monomers such as
acrylates that the magmtude of the enthalpy of cure depends upon steric
‘strains or hindrances in the structure of the particular monomer. That is,
monomers with more strained structures have lower enthalpies of cure than
those without such strains. As a thermosetting resin such as an epoxy cures,
it is obvious that similar strains are produced by the crosslinking process, so
not only is the rate of cure affected, but the enthalpy of cure may also
- decrease. as the cure proceeds and the structures of the reactants become
~ more complex. (This change in reaction enthalpy due to changes in steric
- strains must also occur in many inorganic systems.) In the calculation of
conversion from fractional areas or tie lines, the fractional conversion
‘values should be weighted by the continually changing enthalpy of cure.
-However, no way of taking this factor into account is known by this author.

‘The second factor is that mass loss often occurs during a cure reaction.:
This volatile material may be either a component of the original resin or a
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product of the cure reaction such as carbon dloxlde or - water The
endothermic heat of vaporization and decrease in heat capacity from these
volatilizations must be accounted for. In the case of high temperature
decomposition reactions, the method developed by Brennan which was
mentioned above can be used because the lower molecular weight volatile
product can be assumed to leave the sample container 1mmed1ately and
thus its loss can be related to the reaction coordinate. However, resin cures
take place at lower temperatures, and the release of their volatile products
is often not immediate. Further, the rate of release of the volatile materials
initially present in the resins will increase with temperature and will not be
related in any way to the cure reaction which is being investigated. We
discuss solutions to these problems of accounting for mass loss later.-

Another problem in the analysis of cure reactions is that the glass
transition temperature increases with increasing degree of cure. Cure
reactions take place extremely slowly in the glassy staté, so resin cures
performed under isothermal conditions effectively cease when the glass
transition temperature reaches the isotheérmal reaction temperature and the
total realizable amount of cure is a function of the reaction temperature.
Cure reactions performed at constant heating rate are either driven to as
complete a conversion as is obtainable, or if the “ceiling” temperature is
exceeded, the reverse depolymerization reaction becomes dominant. Thus,
for a constant heating rate, the “initial’’ glass transition temperature of the
resin in a cure experiment is sometimes near the initial (room) temperature
and the *‘final” glass transition temperature of the cured polymer is often at
the “‘final” temperature. This shifting glass transition temperature leads to
problems when one attempts to assign a dynamic baseline to the cure peak
in order to determine the fractional conversion.

Much of the above problems and ambiguities can be avoided by
integration of DSC traces. Integration presents a simpler and clearer
picture, and corrections become automatic. Such integration techniques
have been applied effectively to resin cure reactions by. Chang [17] and
Richardson [18]. The schematic representation of integral DSC traces of
AH vs. T for a typical exothermic resin cure at constant heating rate is
shown in Fig. 9. The curves are for DSC curves integrated over the
isothermal baselines. In these cases there has been no change in mass (AC’,,)
during the DSC scans. Curve (I) in Fig. 9 is for a DSC run on the neat resin-
without catalyst so that no cure took place during the scan. Curve (II) in
Fig. 9 represents the cure reaction (with catalyst added) and curve (III) i is a
final DSC run on the cured epoxy product from case (II). The glass
transition temperature of the neat resin is represented by T,(resin) and the
glass temperature of the cured epoxy by 7.(epoxy). The glass curves have
been extrapolated to higher temperaturcs and the (supercooled) llquld
curves to low ' temperatures.

It is obv1ous that in order to determme the enthalpy and fractlonal
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Resin(liquid)

Reasin{glass)

ENTHALPY

-
_—":

" Epoxy (liquld)

Ty (resin) T Tp (epoxy)
TEMPERATURE
Fig. 9. Typical integral plots of AH vs. temperature for the DSC cure of a resin (no mass
loss) (sce Chang, ref. 17): (I) integrated DSC plot for neat resin without hardener,

accelerator or catalyst (sample mass “normalized’); (II) integrated DSC plot for the cure
reaction; (III) integrated DSC plot for the cured epoxy.

conversion a at any temperature 7, one must first define the reaction. In this
case the four possible reactions which one may consider are

Resin (glass) — epoxy (glass) (AH., = bd, a4, = bc/bd) (3)
Resin (glass) — epoxy (liquid) . (AH,, = be, o, = bc/be) (4)
Resin (liquid) —s epoxy (glass) (AH,, = ad, a5, = ac/ad) (5)
Resin (liquid) — epoxy (liquid) (AH;, = ae, ay, = ac/ae) , (6)

- Thus we may obtain different reaction enthalpies (and different
“fractional degrees of conversion) for each of the above equations. in which
the physical states of the reactants and products are well defined. It is not
obvious which of eqns. (3)-(6) (if any) ‘‘correctly’” describe a particular
cure reaction, but they are all valid equations. Perhaps eqn. (6) gives the
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most useful value for the enthalpy of cure because these reactions must take
place in the liquid state rather than in the glassy state (where their rates are
orders of magnitude slower). The equation to apply to the caiculation of the.
fraction reacted is even less obvious. The physical struéture is rather
ambiguous during the cure reaction because gels and other complex
structures may form. Thus the state of the system is poorly defined and so
also must be the fractional conversion «, which depends upon initial and
finai values of the enthalpy. As in the case of the enthalpy, use of the
liquid — liquid equation (eqn. (6)) would tend to be favored, for the same
reason as above—the cure reactions do not occur in the glassy state.
When there is mass loss during the reaction, the stoichiometric equation

must, of course, reflect this fact. For example, two extreme cases when
there is a product A other than the epoxy are

Resin (liquid) — epoxy (liquid) + A (evolved gas) | | (7)
Resin (liquid) — epoxy (liquid) + A (in solution or ‘“‘associated” |
with the liquid epoxy) (8)

The difference between the enthalpies calculated for eqns. (7) and (8)
will be, of course, the latent heat of vaporization of product A as reflected
by the change in C, (heat capacity integral). When the evolved gas is part of
the stoichiometry, as in eqn. (7), then a ‘“‘correct’” AH,, can be obtained by
extrapolating the integrated liquid curve back from a high temperature
region where the gas A has been completely driven off.

If volatiles are present initially in the reactants and/or if the evolution of
products is slow at the reaction temperature, some method of relating this
weight loss to time (and temperature at constant heating rate) is needed for
construction of a “running’ baseline if one is to be able to calculate the
fraction reacted from the enthalpy up to point 7; divided by the total
enthalpy of reaction. Such a relationship can be obtained from a
simultaneous DSC-TGA instrument. If both enthalpy and weight change
data are available, then the Kirchhoff (AC, integral) correction for the
enthalpy can be calculated as a function of time (temperature) from the
fractional weight loss vs. temperature data obtained from the TGA
measurement. |

Sealed pressurized sample pans are often used to contain any volatile
materials. There is no mass loss in such a case, so eqn. (8) would appear to
be applicable However, there is another complicating factor which must be
kept in mind here. The mass loss problem is avoided but the DSC is no
longer measuring AC, (at constant pressure) from which AH is calculated
by integration. In thlS case, one is measuring AC, (at constant volume) and
calculating AE by integration (so that PV data are needed to convert to
AH).

~Furthermore, it is also qu1te obvious that if the entrapped vapors m the
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sealed COntaiﬁers"are the product'of the chemical reaction of interest or if a
measured physical transformation involves a pressure increase, then, from
Le Chatelier’s Principle, the chemical or physical equilibrium will be forced

in the direction of the condensed phase when sealed sample containers are
used.

IMPURITY DETERMINATION BY DSC

DSC is used to determine fractions of impurities in compounds by
measuring their ‘‘freezing point depression or solubility curves”, (In order
to avoid problems such as “‘glassing” or decomposition, these experiments
are usually performed at increasing rather than decreasing rates of
temperature change so that ‘“melting point depression” curves are
obtained). The method is based upon the application of van’t Hoff’s [19]
modification of the Clapeyron—Clausius equation for dilute solutions (eqn.
(9)) to the DSC melting peak of a substance

—dInx,=—-dIn{1 —x,)=—(AH,/R)d(1/T) (9)

where x, is the mole fraction of the major component (the substance whose
purity is being measured), x, is the mole fraction of the minor component
(impurity) in the liquid phase, R is the gas constant, and AH, is the molar
heat of fusion of the pure substance. The development of the theory behind
this ‘method and its apphcatlon to impurity measurement has been
presented in a thorough and precise manner by Wunderlich [20] |

- There are two conditions which must be met before eqn. (9) is applicable
to impurity determination: (a) the compound and its impurity(ies) must
form a single liquid solution; (b) the compound and its impurity(ies) must
not form a solid solution, i.e. they must exist in separate phases in the sc¢lid
{and, therefore, their phase diagram must have a eutectic).

Equation (9) may be integrated between 7, and T, any two temperatures’
between the eutectic temperature and the final melting temperature of the

major component in equilibrium w1th the liquid solution of the com-
ponents, to obtain

In(1 - x;); — In(1 = x2), = (AH/R)(V/ T, = 1/T) = AH(T, — T)/RLT,  (10)

taking AH, as constant over the temperature range 7;,—7;. AH; is obtained
from the mtegratlon of the area under the total DSC melting peak.

The common method for purity determination makes use of a continuous
DSC scan at constant heating rate (see, for example, the first seven papers
of ref. 21). It utilizes two mathematical approximations of eqn. (10). First
(/T —1/T) =(Ts— T))! T, T; is put equal to (T, — T;)/ T3 (which is satisfac-

tory at ambient or above ambient temperatures) Secondly, In(1 — xz) is set
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equal to x, (the first term of its series expansmn Whlch is satlsfactory for
small x,; the error from using this approximation is 1.0% for x, = 0.02 and

2.6% for x, =0.05). Including these approximations into eqn. (10), one
obtains '

T, — T, = (RT3x,)/(AH,F) | o | (11)

where F; is the fraction of sample molten at 7,. F, (= AI-L/AH,) is obtained
from areas under the DSC meltmg pcak(s) where AH, is obtained from the
partial area melted at 7,. T; is obtained from the éxtrapolation of 1/F vs. T;,
which from eqn. (11) should give a straight line with intercepts T, at 1/F =0
and 7;, (the temperature at the last trace of melting) at 1/F = 1.
However, owing to the fact that thermodynamic equilibrium is never
even closely reached during the continuous heating rate method, a purely
arbltrary “linearization correction™ (typically 5-10% of F) is necessary to
obtain a stralght line for the 1/F; vs. T; plot [21]. Further, if the amount of
impurity is small, the eutectic is not detected by this continuous scan
technique, so the possibility of a solid solution is not eliminated.
Therefore, a method in which the temperature is increased in stepwise
increments (see, for example, refs. 22-25) is to be preferred because the
specimen is allowed to approach thermodynamic equilibrium between each
step and the eutectic, even when the amount of impurity is smull, can
usually be detected. (The eutectic will manifest itself by a larger peak at the
temperature step at the beginning of the stepwise temperature scan through.
the 1nelting range: see, for example, Fig. 1 of ref. 23.) (The presence of a
eutectic does not preclude the possibility of an undetected second impurity
which forms a solid solution with the major component.) :
However, here we review a two (or more) step method developed by
Wunderlich [20] from the work of Gray and Fyans [22]. The experimental
procedure is essentially the same as that described in a previous section on
isothermal temperature calibration. However, for this case where an
enthalpy change is to be determined, one must subtract from it the enthalpy
change due to the difference in heat capacities between the sample side
(including the specimen) and the reference side. This correction can be
determined from integration of the areas for temperature steps, either just
before or just beyond the transition (during which no enthalpic event are
occurring). Once these areas have been determined for (preferably large).
temperature steps in the range of interest, the heat capacity enthalpy
correction per degree can be calculated so that an appropriate blank can be.
substracted from the enthalpy determined for each temperature step durmg
the melting transition. '
- In this method, incremental heats of fusion AH,, AH,,...,AH,; are
measured for successive and evenly spaced ' temperature steps
1., T,..., T, where the system is allowed to thermodynamically equilib-
rate after each step. If AH, is the unmeasured heat of fusion up to a starting
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témpérdture 7:,, then the fraction molten is given by
F,=(aH,+ 3 aH,)/aH, 12)
and eqn. (11) for the nth melting step becomes

T,=T— RTﬁx;/(AHa + i AH,.) (13)

AH, can be eliminated from eqn. (13) for two successive steps to obtain
AH, = RT3xAT/[(T, — TXT, — T, + AT)] | (14)

where AT =T, — T,,_, is the constant temperature difference between any
two successive steps. RTjx; can be eliminated by forming the ratio

AH,/AH,_, =1+ 2ATKT,— T,) - (15)

and, finally, the mole fraction of impurity x. can be calculated by
substituting 7 from eqn. (15) into eqn. (14) to obtain

X2 =2AH,(2 + B)/RAT[(BT,/AT) + 2] , (16)

where B =(AH,/AH,-,)—1. Thus the mole fraciion of impurity x; is
determined directly from two successive partial heats of fusion which are
calculated for two successive temperature steps (7, — 7,_,) = AT [20]. The
two successive temperature steps should be separated widely enough to
result in reasonably large values for AH, and AH,, ., for greatest accuracy,

but not too near the beginning nor at the end of the melting temperature
range.

CONCLUSIONS

The integration of DSC curves between two isothermal temperatures
avoids many of the problems present in the analysis of *differential”
~dynamic DSC curves when they are used to calibrate temperature and
enthalpy and to calculate heat capacity and impurity content. Correct
thermodynamic properties are obtained through mterpretatnon of the
integrated curves. The integrated curves are superior for the visual
comprehension of enthalpy changes during glass and first order transitions,
and for the calculation of proper glass transition temperatures, heat

-capacity changes, heats and. temperatures of transition or reaction, and
fl'aCtIOl'IS reacted.
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