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2. THE STUDY OF EQUILIBRIUM STATES BY THE METHODS OF
THERMAL ANALYSIS

2.1. General outline

The variables which characterize the state of a system are mutually related in the
form of relationships, based on thermodynamics, which permits the choice of
convenient, easily measured quantities which facilitate the experimental study of the
equilibrium states. The mathematical treatment is then limited to the quantities which
are difficult to measure.

When constructing the phase diagram of a binary system by direct investigation
of the composition of phases at different temperatures, the calculation of the heat of
fusion of individual components is possible. This is an advantage because a direct
measurement of the heat of fusion at high temperatures is difficult. On the other hand,
it is possible to find the dependence of phase transitions on temperature if an experi-
mental technique is available to determine the heat of fusion and thermodynamic
data of solutions (see Table 2.1a). This procedure can also be extended to phase
transitions of second order and to chemical reactions (see Table 2.1b).

TABLE 2.1
COMPLEMENTARY WAYS FOR STUDYING (a) PHASE EQUILIBRIA AND
{b) EQUILIBRIA IN CHEMICAL REACTIONS
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The methods of thermal analysis are applicable to direct observations of
equilibria and also to the determination of thermodynamic quantities {enthalpy,
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specific heat, etc.). A direct study of phase equilibria is based upon the observation of
the temperature (or Cressure) at which the composition of a phase in a system
undergoes a change. The ,tudyv can be performed by direct observation (by micro-
scopy) or by the methods of thermal analysis. The latter methods imply that the
physical property =kich is measured represents all of the phase changes of the system.
This property must be chosen so that the transformation is unambiguously repro-
duced, and should not be a summation of multiple phase changes which may take

place in a parallel manner during the progress of a transformation.
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Fig 2.1. Tvpical experimental DTA curve.

Figure 2.1 shows a typical case of the superposition of DTA curve peaks;
curve 1 represenis the decomposition of calcium oxalate and the oxidation of the
released carbon monoxide. Only the decomposition is seen in inert atmospheres
(dashed line).

The stady of an equilibrium system utilizes two basic approaches, namely:
(@) static methods and (b) dynamic methods. In static methods, equilibrium is
esiadlished at a certain temperature as indicated by a constant value of the measured
physical property in a sufficiently large time interval. In dynamic methods, the temper-
ature is altered in a continuous way during the interval of a transformation and the
instantaneous value of an appropriate parameter is recorded. The static method
guarantees virtual equilibrium data, whereas dynamic methods involve various
ancertainties. If the rate of transformation is slower than the rate of heating, the
measured data do not correspond to the correct equiiibrium states. Also, the pheno-
mena of undercooling and superheaiing may lead to incorrect determination of the
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temperatures of equilibria. Hence, the kinetic phenomena should be carefully
considered.

As a rule, the properties which are measured under dynamic conditions
represent length, mass and enthalpy. It should be noted that the sensitivity of DTA
methods is closely dependent on the heating rate. Some effects may disappear at very
low heating rates as in the case of many ceramic materials while high heating rates for
metallic materials have a similar consequence.

The methods of thermal analysis are applicable to the determination of
thermodynamic data which are necessary for the evaluation of equilibria. The above-
mentioned uncertainty, however, remains as a limiting factor. The small mass of
sample and the extension of the temperature region for a singfe measurement has put
the dynamic technique into a leading position in comparison with static methods. In
order to measure the thermodynamic properties of materials, indirect methods are
applied. These methods are based upon the investigation of rapid quenching (drop
calorimetry). In the case of reversible transitions, the technique of freezing a high
temperature composition is unsuitable. Dynamic calorimetry, however, makes it
possible to observe any type of process.

2.2. C. rimetric measurements

2.2.1. Basic principles
The basic thermal properties of a material are described by the dependence of its
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Fig. 2.2. Types of thermal behavior of matter; H, enthalpy; C,, specific heat; 7, temperature.
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enthalpy upon temperature: the recorded curve facilitates the determinaticn of
characteristic temperatures and enthalpy changes of phase transitions (Fig. 2.2).
Also, the specific heats of individual phases in the region of their presence may be
determined as well.

A large number of different types of calorimeters have been described!. A
simple calorimeter is made up of: a), a block; b), the sensing element; and c), tne
jacket. The block contains the measuring system and the source or the heat sink whi:a
makes it possible to generate or absorb heat in a well controlled manner. The sensing
elements detect changes of temperature in the block, the jacket separates the block
frcm the environment sc that the enthalpic changes of the system become thermallv
isolated. In a twin calorimeter the difference of thermal behavior of the two systems i1s
recorded, ie., with two blocks placed in one jacket. The blocks may be located :a a
joint cavity or in separated holes of the jacket; the latter arrangement pr-ciudes heat
exchange between the blocks. The process takes place in one of the two blocks while
the other one with known thermal properties represents the reference. The jacket of
the calorimeter may be kept at constant temperature which implies an “isoperibol™
calorimeter. When the jacket is made time-dependent, the calorimeter becomes a
nonstationary “scanning” tvpe.

The measurement of enthalpy is realized in two ways: a) adiabatically, or
b) diathermallv. In an adiabatic system the block is thermally isolated from the
jacket and the temperature changes of the block are measured during the reaction. In
a diathermal system, heat exchange takes place between the block and the jacket and
the heat flux is measured while the temperature of the svstem is an independent
variable. This system is the basis of the scanning instrument and involves certain
advantages such as a simple experimental arrangement and the small amount of
sample. The measurement of heat flux 1s possitle in two ways, as shown in Fig. 2.3.
The jacket, which is the source of heat, is kept at temperature 7, and the system
which is being measured (with thermal capacity C,_} has the temperature T,. The
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Fig. 2.3. Schematic diagram of a calorimeter.
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heat flux, dg/d?, from the jacket to the system (block+sample) depends upon the
thermal resistivity, R, along the path of heat transport. The heat flux may be de-
termined either by recording temperature differences of the gradient on the thermal
resistivity or by tne measurement of the extra power which is emitted from an internal
heater. This extra heater is applied to maintain a constant icimperature gradient along
the path of inermal resistivity.

The measurement of temperature differences is utilized in differential dynainic
calonimetry (DDC), whereas differentiai scanning calorimetry (DSC) ases internal
heaters. Both methods are an extension: of DTA. It is now necessary to determine the
limits of the basic DTA method by a theoretical analysis of the DTA curve.

2.2.2. Theory of differential thermal analysis

There are numerous books dealing with the theoretical background of DTA,
such as Garn?, Schultze?, Wendlandt®, and Berg®, Pilojan’, Smothers and Chiang?,
as well as review articles by Perron and Mathieu*, Sestak and Berggren?, Bohon!9,
Gaumann and Oswald!', Lugscheider’?, Heide'?, Berggren'®, etc. From the
viewpoint of different approaches, they can be divided into two groups:

(a) Those assuming homogeneous distribution of temperature in both the sample
and the reference, based on the work of Vold!®, Kerr and Kulp'®, Borchardt and
Daniels!?, Kessis!'®, Proks'®?, Adam and Miiller?°, and others.

(b) Those assuming the propagation of heat through both the sample and the
reference, based on work of Boersma?', Smyth?22, Soulé?3, Erikson?*, Lukaszewski®®,
Berg and Egunov?®, Deeg?’ and others.

The second group is, in principle, the most reliable but unfortunately, the
mathematical difficulties do not permit the inclusion of all of the experimental factors
influencing the measurement. Simplifying assumptions must be made with the result
that the theory can describe only the most simple case.

2.2.2.1. Homogeneous temperature distribution. The condition of homogeneous
temperature distribution throughout btoth the sample and the reference can be
achieved by studying liquids, as shown in Fig. 2.4, This system was first deait with by
Borchardt and Daniels!”? and later extended by Blumoerg?®-2° jor the heterogeneous
reaction of siiica glass with hydrofluoric acid. The sample and reference are placed in
a thermostat of large thermal capacity, the temperature of which (T';) rises linearly
with time; stirring guarantees a homogeneous temperature distribution throughout
the liquids (bath. sample and reference of temperatures 75, T; and 7 ,, respectively).

In Borchardt and Daniels” theory!” there are additional simplirying assump-
tions, such as:

a) Heat is transferred only by conduction.
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Fig. 2.4. Borchardt’s apparatus; principle and temperature distribution curve.

b) Specific heat of the sample and the reference are equal as well as the coefficients
of heat transfer (impedances R-s respectively) between the sample and the bath and

between the reference and the bath.

¢) Specific heats and coefficients of heat transfer are constant as well as the
enthalpy change during the process investigated (temperature independent).

d) There is no heat exchange between the sample and the reference.

For an ideal case, a direct proportionality can be derived between the heat of
reaction, AH, and the total area under the DTA peak, 4, by AH = A/a, where a is the
thermal diffusivity (for @ = @, p1c =G;crerence)- A more general solution was given by
Adam and Miiller?® and later by Kessis'®. The advantage of this method is its
capability to explain the shape of a DTA curve for invariant processes (phase transi-
tions of Ist order) assuming a difference in the heat capacity and conductivity of the
sample and reference (see Fig. 2.5). The thermostat is a metal block of large thermal
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Fig. 2.5. A DTA block diagram with homogeneous temperature distribution in both specimens.
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capacity with a homogeneous temperature distribution (7';) which varies linearly with
time. Two cells, containing the sample and the reference of thermal capacities C,, and
C,., and corresponding temperatures, 7 and 7,, respectively. are located wuhm the
block Defining the heat exchange between the block and the sample by the coefficient
K,, the block and the reference by K,, and the reference and the sample by k, and
assuming all coefficients are temperature independent, the equations for heat
transport are:

dT,

» 4, = K{(T:-T)+k(T.—T)+¥ 2.1)
cpz‘”} = Ky(Ta— T+ k(T; ~T) 22)

where ¥ (=dAH/dr) is the rate of heat generation or absorption in the reacting
system. On irtroducing

0,=C,/K;, 0;=C,[/K,, ¥, =Fk/K, and X, =k/[K; (2.3)
Equations (2.1) and (2.2) can be rewritten as
dn v

+A+XK)T;— J€1T2=T3+-K— 249
1

0,

ard

dT,

0,52 + (1+38,) T,— %,T, = Ts. (2.5)
t

As a first approach, it can be assumed that no heat exchange takes place between the
sample and the reference (k = 0) and that the temperature rise of the block 1s linear
with time, T = T, + &t (where ¢ is the constant heating rate). The initial temperature
of the block, 7,, may be defined as equal to zero (¥, =0) so eqgns. (2.4) and (2.5)
change to

dT, U :
0, —+T, =Pt + — 2.6
dt 1 Cb "'Kl ( )
and
0, dTZ +T, = ¢t. Q.7

If no heat effect is produced by the reacting system (¥ = 0), e3ns. (2.6* ard (2.7) can
be integrated using initial conditions of T=0as Iy = T,, and T, = T, respectively,
or

= pr— 0, +(¢0;+ To;) exp (—1/0,) (2.8)

and
T, =¢t— 0+ (08,4 Ty,) exp (—1/0). (2.9)
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These equations demonstrate that after the crossing period where the exponential
terms are a factor, the temperature of both cells rises linearly with time, lagging
behind the temperature of the block by ¢0; for the sample, and by ¢80, for the
reference. This temperature difference, 7, — T, = A7, which represents the baseline
in the DTA curve, will be horizontal (parallel with the time axis) because of

ATg= (0,—0,). (2.10)

From the given model it becomes necessary to maintain a strictly constant
heating rate, ¢: in the case of parabolic heating (see section 4.1.2), AT becomes a
linear function of temperature. It an exothermic or endothermic process takes place
from the instant 7,, the AT curve returns back to the baseline by time 7,. Sub-
tracting eqns. (2.6) and (2.7) gives

dAT AT —(0,-8)) d;tz

where AT = T;— T, and dAT;dr = (dT,/dt)—(dT,/dr). The temperature difference in
DTA is usually measured with regard to the baseline, so that

6,

4
= 211
K, ¢ )

ATy = AT—ATs=AT—é(0,—0,) (2.12)

where subscripts R and B mean relative and basic, respectively. On combining
egns. (2.1!} and (2.12)

dAT;

[/
6, + AT, + (¢> — dTZ) 6,—0) = = (2.13)
dt K

1
At a constant heating rate, d7,/dz = ¢, eqn. (2.13) reduces to

+ ATy = — (2.14)

Integrating eqn. (2.14) within the time interval limits (from 7, to 7,)

0, IAT; + | ATdt = — J

R i

S wdt (2.15)

1
the following proportionality is obtained
K, A=AH. (2-16)

The first term of eqn. (2.15) is zero while the second represents the area of the DTA
peak. Therefore, the peak area is proportional to the enthalpy change in the sample
investigated. '

For a particular analysis, a thermally invariant process can be chosen due to its
relative simplicity. In the case where the sample temperature remains constant during
the process (first-order transition described by the kinetic equation of zero reaction
order}, an equation can be writien for the sample temperature,

T, =Ty, =—¢0, (2.17)
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and for the reference
Ty,=—¢0,+ Pt (2.18)
hence AT, = ¢1. (2.19)

After the completion of the process, an exponentially shaped curve charac-
terizes the return of the curve back to the baseline, as shown in Fig. 2.6. The hcight
of the step /1 is directly proportional to the value of the heating rate ¢, or

h=odrt (2.20)

Fig. 2.6. Schematic representation of DTA peak for a first-order transition.

where 7 is the duration of the process. The profile of the returning part of the DTA
peak is given by the equation

AT, = ¢rexp [;(5:3] (2.21)
0,
The peak area can now be expressed in the above terms, or
Artdr=d4= %ﬁ=’z’¢t2+¢ro, @.22)
1

where eqns. (2.20) and (2.21) are emplioyed.

Many transformations are accompanied with a considerable change in the
specific heat of the system, e.g. a change in 0, . In the case of an invariant process, the
sample temperature will generally be T, = — ¢ 0, = constant (73 = ¢1). Although the
constant, 8,, corresponds to the sample material before the process, a different value
of the constant, 6%, will belong to the product after the process i« compiete. Hence, a
different temperature difference, AT, will be created at the end of th~ process because
of 6% # 0, and a new baseline will be established (see Fiz. 2.7). Thus

ATS = ¢(0,—0%). (2.23)



Fig. 2.7. Schematic representation of DTA peak for a first-order transition accompanied by a change
of heat capacity of s2:nple.

If @, is a conscant, then according to eqn. (2.22), AH/K; = A, + A, . Defining the new
temperature difference, AT in the relation to the new baseline, ATE, then

ATE = AT —ATg (2.24)
The point where the height of the signal, AT %, decreases to the e~ !-th portion of its
value at the peak maximum, can be designated as X. The distance, DE, in Fig. 2.7

then represents the value of 7. Assuming 07 > 0,, the area under the returning part
of the peak car then be expressed as:

A3 =GCO? = $187 +$07 (6, —67)

= ¢10, + (07 —0,)+ $0% (6, —07) (2.252)
indicating
$t(07 —0,) = As and ¢07(67—0,) = A, (2.25b)
where
A§=¢'l‘.g‘ +A5—A6 =A2+A5—A6 (2.250)

which gives finally the relationship
AHIK, = A+ A5+ Ag—As. (2.25)

This approach illustrates how to evaluate a DTA peak if the base line varies.
Kessis™ theory'® also considers the case where heat exchange occurs between
the sample and the reference, which is very difficult to avoid in an ordinary DTA
system. It is shown that if K, = K, =K and ¥, =3, = 3C, the DTA baseline remains
horizontal, or
8,—6,

T = Ry 2-2
B ¢1+23€ (226)
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where J€ is the ratio between K and k (see eqn. (2.3)). Accordingly. the proportionality
between the peak area and the system enthalpy remains unchanged, as given by

AH

A=———
K(1+23€)

(2.27)
As can be anticipated, contact between the sample and the reference decreases the
sensitivity and resolution of the DTA measurement. The proportionality between A
and AH remains unchanged even if JC; # ¥,.

Simi'_c conclusions were reached by Adam and Miiller?°. They derived a
method for ihe direct determination of specific heats and their temperature depen-

dence from a DTA curve. For a constant heating rate
dr: dT;
—=—2=9. (2.28)
at ds

Assuming the equality of the heat transfer coefficients, K, = K, = K, it is valid that

C, AT [AT c,,,] dAT/dT;

K ¢ 1—(dAT/dT;)

6 K

where C,, is the specific heat of the reference. If C,, and K are known, then the AT
measurement is helpful in determining the value of C, as a function of temperature,
assuming that

(2.29)

dAT _ dAT (2.30)
$dt dT7;

In the case, dA7/dt < ¢, eqn. (2.29) simplifies to
S = £ (2.31)

K ¢

It should be emphasized that the above theories are applicable only for systems where
the temperature distribution is homogeneous {(i.e., in well-stirred liquid systems), or
nearly homogeneous. For heterogeneous systems, the calculated results may deviate
by as much as an order of magnitude, as was shown by Allison3°.

2.2.2.2. Temperature gradients in the sample body. In solid compacts a definite
temperature gradient is created, as calculated by Smyth?? (both specimens having
identical thermal diffusivities, invariant process and infinite cylindrical geometry)
and Tzusuki and Nagasawa?!.

For a first order reaction, as shown in Fig. 2.8, it can be seen that the tempera-
ture distribution before and after the reaction (similarly to that in the reference) does
not change much (identical paraboias). During the reaction, on the other hand the
heat supplied is consumed by the heat absorption due to the endothermal effect.
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Fig. Z.8. Temperature distribution in a cylindrical solid sample during an endothermic process3!,

Assuming a temperature gradient in the reference, eqn. (2.1) can be changed to
1 8T, 1 dg

——l=vT+—= 2.32)
a, ot K, dt

and also for the sample; eqn. (2.2) becomes
19 _ g2 - (2.33)
a, ot

where V72 is called Laplace operator and can be expressed for Cartesian coordinates, as
2 2 2

o ,9 , 98

ox% 9y* oz®

and for cylindrical coordinates, as
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Assuming that the thermal diffusivity ¢ =a; = a,, thea the function of the
temperature difference, 7(= T, —T,, measured between the centers of the sample
and the reference), can be obtained as

1cAT

a Gt

j/
— VAT =2, (2.34)
K

Integration of eqn. (2.34) with respect to times gives (after Erickson?* and later
Boersma??)

e
K (AT,—AT)—K | V?*ATdt=0Q (2.35)
a o fa

where Q@ is the entire heat of the reaction per unit volume (= AH; V). The first term

on the left-hand side of eqn. (2.36) is evidently zero if the limits, subscripts a and b,

are chosen before the beginning of the reaction and far after its completion, i.e.,

before and after the peak where AT, = AT, =0. Integrating this equation over the

volume ¥V of the sample the peak area A4 is determined as

cry
A= J ATdt = BQ. (2.36)

fa

For a spherical cavity of the radius ry the value of B=r}/(6K), for a cylindrical
cavity, B=rg/(4K), and for a slab of the height, hy, B = %3/(2K). Erickson®* has
shown that for practical purposes in DTA, the temperature in the center of the sample
is equivalent to that expected in an infinite cylinder (where d? 7/dz? = 0) if the length
of the sample is at least twice its diameter. It behaves as a slab when the diameter of
the disk-like sample is at least four times its length.

Melling et al.>?, investigated the influence of different physical parameters on
the DTA peak shape by means of a computer. Their findings can be summarized here
together with the previous mathematical results?!-24, For a sample placed in the
cavity of a conductive block:

(1) The area of the DTA peak is directly proportional to the heat of reaction
and the mass of sample, but it is inveisely proportional to the thermal conductivity of
the sample material. It is dependent on the grain size and the packing of the sample.

(2) The DTA peak area, for AT vs. ¢, is independent of the applied heating rate.

(3) The reference peak temperature increases markedly with decreasing
conductivity and increasing density and specific heat, if the reference physical pro-
perties remain constant for different sample properties. The sample peak temperature
is, however, independent of conductivity but increases slightly with densi'ty and
specific heat.

(4) Positioning of the thermocouples in the center of the sample (which has a
small radius) does not affect the measured peak temperature but does influence the
maximum differential temperature detectea.

(5) With increasing sample radius, the peak area and the temperature difference
is decreased resulting in distortion of the peak shape, as shown on a normalized case
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Fig. 2.9. Normalized DTA peak with regard to the temperature, T, and height, AT;, occurring at the
same point on the abscissa of the same magnitude to show the influence of varying sample radius32.

in Fig. 2.9. Thus, samples of small radius are recommended for the determination of
any reaction parameter.

For a different DTA experimental arrangement, schematically shown in
Fig. 2.10, the problem of heat transfer was discussed by Lukaszewski?>. All of the
problems of DTA curves were discussed by Boersma?!, Smyth?2, Barrall and
Rogers>?, Barshad>#, Jankovski>®, and de Jong3®.
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Fig. 2.10. Types of DTA sample and reference systems>3.
The influence of different physical properties of the reference and the sample on

the general shape of the DTA curve, based on the work of Carslaw and Jaeger®’,
shows that the temperature 7, at any radius r of an infinite cylinder of radius r,,
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heated so that the periphery temperature increases ataconstant heatingrate ¢, is given by

T.=¢ [t - "2’—’2]. (2.37)
4a

The temperature at the center, 7., with regard to the temperature of the cylinder
surface, T, is expressed as

T.=To+¢ [r _ (1 —exp (— 4‘1’))] (2.38)
4a ro

where T, is the temperature at the beginning of heating. Hence, the temperature
difference, A7, between the centers of the sample and the reference becomes

AT=%" [L _ i] _¢n [i exp <— 4“2’) L exp (— da ‘)] (2.39)
4 la, a, 4 la, re a, rg

assuming no heat loss between the two materials. When 7 is larger, the second term on
the right-hand side of eqn. (2.39) goes to zero, and

2 -
AT:é_rg[i_i] (240}

This equation was also derived by Pacor>2 to evaluate the sampie diffusivity from the
Known AT deviation, the radius rg, and the standard diffusivity a,. He attempted to
apply a modified eqn. (2.40) to the direct evaluation of AH. Unfortunately, this was
applicable oniy for the DuPont system, where the conductivity K is larger than 1073,
or

2 2
A= PiAy o AII(%—AT)- (2.41)
4K C,, \4a,

From the calibraiion of different DTA instruments with known compounds,
Merzkanov et al.?? recommended the equation,

AH=C, —————.f 9Cad | g3 Wro (2.42)
ro(1+2/Bi) Ciz

S

for A =J (AT! =T,y dt, and C,, = r3/4(T,— T,
[¢]

and Biott number®®
Bi = $r5
[4 C42(T0—Tc)—¢"(?5]
where T, T., T,, T, are the temperatures of the surroundings, the sample cencer, the
sample holder (block) and the sample surface, respectively; AT, (=7.—17,) is the

temperature differenice actually measured by thermocouples; A7_(z) is the temperature
difference scanned from the DTA peak; and W is the total thermal effect measured
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by the given apparatus per unit volume. Despite the rather extensive measuring
techniques, these direct methods of evaluation have not provided suffic-ently accurate
data, particularly at temperatures above 400°C. For temperatures above 600°C the
decrease of DTA sensitivity is evident, but this can be corrected by the equation

1/A=C3+C3; T3 +(T) (2.43)

where C,3’s are constants and T is the mean temperature. Taking into account all of
above phenomena, the best method of DTA peak evaluation is by means of calibration
with known substances.

2.2.2.3. Calibration. In practice, the relationship between the DTA peak area and the
change in the process enthalpy is influenced not only by the thermal properties of the
sample and reference but also by their geometrical configurations, size, temperature
detection and heating rate, and at least eighteen other effective parameters. In
addition, the thermal properties of powder compacts are difficult to define well
enough owing to the inhomogeneity and particle-size distribution which influence the
material density. Therefore, no theorv could include all these factors to correctly
interpret the DTA curve. The only method to ensure good results is to calibrate the
given apparatus with known substiances even though such a calibration represents a
rather difficult problem with respect to duplicating the precisely identical conditions
for every experimental run. The proportionality factor in eqgns. (2.16, 2.27, 2.36 and
2.37) and its temperature Jepeadence can be determined for a given apparatus and
experimental condition as fcliows:

(1) By comparison of the peak areas (4) with the reactions heats (AH) for a
series of coinpounds in which the transitions take place within the temperaiure range
desired®**°-*1_ Melting processes or solid—solid transitions are generally selected, as
shown by Barshad3*. Suitabie compounds can be found in the work of Plato and
Glasgow*Z?, Hedvall et al.*3, Wiedemann and van Tets**, and others. A systematic
error of calibration was dealt with by Sturm*3°.

(2) Electricaily by Joule heat generated in the sample as reported by Kleite and
Viehman*3: Dosch** and Svoboda and Sestak®®®, the latter introducing a new
system which permits a direct choice or the heat amount regardless the temperature
dependence of the internal heater cesistivity.

(3) Using the principle of the measurement of the rate of temperature equili-
bration after the reaction ceases. From a linear plot of the logarithm of instantaneous
temperature difference vs. time. the apparent coefficient of heat transfer, K*, can be
determined from the slope of the line. The calibration constant is then found as a
multiple of K* with the specific heat of the sample, C, (e.g. Bohon’? and Berggren'*).

(4) Application of an internal standard can also be used. MacAdie*®,
Wiedemann*” and Tarkar et al.*®, described the use of a standard either mixed with
the sample or the reference. It is essential, of course, that such a standard should not
disturb the entire process investigated.

(5) Berg’s method?5+4° of calibration in which the heats of phase transitions
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TAsLE 2.2 -
STANDARD SUBSTANCES USED FOR DTA CALIBRATION

Compourd Equilibrium ICTA®® onses ICTA*® peak  Ratio o AH Ratio of exp. AH
temperature temperaiure tempcrature compourd cs. AH comp. by DTA®
Jrom tables DTA expits. DTA exprs. K,SO* from cs. AHK.SO,

rables Sfrom tables
KNQO, 127.7 128+5 135%6 —_ —_—
In 157 154+6 15936 —_ —_
Sn 2319 2305 237+6 —_ —_
KC10, 299.5 290+6 309+8 1.69 1.7 £0.01
Ag.S0, 430 424+7 4337 0.97 2.25%0.02
Si0, 573 571 %5 5745 0.03 0.090.01
K2SO, 583 5827 580x6 1.0 1.040.14
K.CrOg 665 66517 673%6 1.26 1.0 20.06
BaCO, 810 808=-8 819+8 2.33 2.28:+0.07
SrCO5 925 92847 938+9 242 227+0.15

> AH K150, =1.94 kcal/mo), as taken from Circ. US Nat. Bur. Stand., No. 500 (1952). ® Compiled
from the average data reported in ref. 50 and by M. Neviiva and P. Holba, Proc. 6th Czech. Conf-
Thermal. Anal. 1973, SVST, Bratislava, 1973, p. S79-S85.

from multiple DTA curves may be calculated based on two runs; one with the original
material and the second with the material diluted with an inert substance.

During these calibrations, the requirements of the Committee on Standard-
ization of ICTA*? should be taken into account and thc recommended standards in
Table 2.2 should be used*®-3°. In addition, a 4:1 by weight mixture of SiO, and
K,80, is recommended to evaluate the ability of a given apparatus to resolve two
thermat effects cccuring about 10°C apart. Maximum sample size should not exceed
300 mg. The Al,0; should be calcined at 1200°C and stored over P,O;. The heating

Cut arnd we:gh
(b)

Pilanimeltry

- fe)

Disk - integration

(d)

frianguia!ian or height

times width at haif height

Fig. 2.11. Schematic representation of DTA peak area integration.
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rates between 3-10°C/min are most convenient with the operating conditions of each
instrument employed in accordance with the instrument’s instruction manual. The
different methods of peak area evaluation are schematically shown in Fig. 2.11.
Method (c) is of a use only in some “ideal ™ cases such as micro-DTA.

2.2.3. Theory of differential dynamic calorimetry

The differential dynamic calorimetry (DDC) technique was developed from
DTA by replacement of the temperature sensing thermocouple junction from inside
of the specimen to its outer surface. Thus, only the changes in the system enthalpy are
detected in contrast with “classical” DTA where the changes in the sample thermal
cenductivity are also determined. Therefore, the DDC arrangement has removed the
errors introduced by particie-size effects, coalescence of particles, etc., as discussed by
Boersma’'. The DDC technique, as first introduced by Schwiete and Ziegler>* and
later Faktor and Hanks>?, has proved to be useful for the measurement of enthalpic
changes as low as 1 cal with a reported accuracy of +4 percent. The sample and the
reference are placed separately into two cells (sample-holders), usually provided with
covers to limit unwanted convection currents (see Fig. 2.17 (d)). The temperature is
sensed on the cell-wall by a thermocouple junction in contact with the sample holder
wall. The sensitivity of this arrangement, unfortunately. s less than that of DTA,
particularly at higher temperatures.

The theoretical description of DDC is based on the work of Faktor and
Hanks®?. Neglecting the heat exchange between the sample and the reference, the
following equation for enthalpy change can be written for each cell

dH[dt =&~ &, (2.49)

where £, is the heat flux along the direction from the furnace internal surface and &,
is the heat flux lost by the thermocouple wires and their supports. The enthalpy
increase for a system where no reaction occurs is proportional to the temperature
change

dH=C,dT (2.45)

where C,, is the average thermal capacity of the sample and its holder. Heat supply
from the surrounding heater is carried out mainly by conduction z2nd radiation and
can oe expressed by

a7

Cp? = K,(T}—T)-FK:('I}"—T")——KJT—R) (2.46)
) z
and
G, d(—ﬁl‘s—n +¥ = K\((T; — T~ AT+ K (T —(T+AT)*)— K4 (T+AT—T)
4

(2.47)

for the reference and sample, respectively, assuming the same values of C.. K, K,



373

and K for both cells. The symbols employed are: 7; = temperature of the furnace
internal surface surrounding the specimens; T, = temperature of cell bottom wall
where temperature is detected; K; and K, = transmission coefficients for conduction
and radiation, respectively; and K, = transmission coefficient for heat transport
along thermocouples, and ¥ = dA H/dr = production of heat. Combining eqns. (2.46)
and (2.47), and neglecting higher T powers
dAT
Cp—d—+![1 = —(K,+K;+4K,T?) AT. (2.48)
4

Assuming the same baseline before and after the peak and AT =0, integration of
eqn. (2.44) yields

o o

AH = — [(K;+K3)+4K,T?]| ATdi=(P+0QT? | ATdr (2.49)

JO Jo
For an invariant process (e.g., fusion or solidification of Cd meta'*?) taking place in
a narrow temperature interval, the expression (P+ QT?) can be assumed as tempera-
ture independent which introduces an error of about 5 percent. The sensitivity of the
measurement, S, defined as the peak area per one calorie, is given by
vt
ATdt

g .o A _ L (2.50)
AH AH (K, +K;+4K,T2)

and is dependent on the mean temperature of the DDC peak, 7,,.

aT,

Fig. 2.12. Typical DDC curve.

If the quantities, C,,, K,, K, and K3, change during a first-order process by
oC,, 0K;, 0K; and 6K for the reference, and 0C,, 6K, 0K, and 6K; for the
sample, then eqn. (2.48) changes to

dAH 7 ’ 4 3 e o

4

~(OK,; —3K3) (T, —~T)~ (5K, —3K3) (T§ —T*)—



(6K —5K5) (T — Ty)—(6C,—5C,) ‘:i—T —(C,—5CD) dj'—f. 2.52)
1

After integration

AH = —[(K, +0K)+(K3+0K3)+(K,+8K3) 4T>] (4, + 4,)—
— J[OK—6K) (T — T)+ (8K, —6K3) (T —T%)—
—(BK;—8K)NT—T)]dt— [(6C,,—8C)dT — [(C,+5C)dAT (2.53)
where 4, and A4, are the areas to be determined, according to Fig. 2.12. In the case of
no thermal effects, 4, =0 and A, is equal to the sum of the last three integrals on the
right-hand side of eqn. (2.53). Accordingly (see Fig. 2.12),

AH = —[K;+6K{+ K+ 6K +(K,+56K5)4T] 4, (2.54)

It should be mentioned that most of the DTA systems commercially produced are
designed as DDC systems.

2.2.4. Theory of differential scanning calorimetry

The method of DSC, as previously discussed in Section 2.2.1, is based on
compensation measurements of heat fluxes. This system was first introduced by
Evraud®3-3* for a twin calorimeter, where the specimens were heated in such a way so
as to ensure minimum temperature difference between the sample and the reference
under a constant rate of temperature increase. If an endothermic process takes place
the maintenance of a zero temperature difference requires introduction of an increment
of heat into the sample at a rate which balances the internal temperature consumption.
This e:itra heating is then recorded as a function of time or temperature, respectively.
Eyraud obtained the internal heating by passing an electric current through the sample
which was mized with graphite powder while Speros and Woodhouse33 used a
platinum wire heater inserted into the sample. A sensitivity of enthalpy measurement
as low as +0.4 rel. percent has been reported with the DuPont and Perkin—-Elmer
instruments®®. These instruments have been described by Baxter®? (DuPont) and
O’Neill and Gray?3%-52-62 (Perkin-Elmer).

The most instructive DSC theory seems to be that of Gray®? and David®!
based on the conservation of energy and the linear dependence of heat flow to
temperature gradients, which may explain classical DTA as well. Assuming the sample
to have a uniform temperature, T, total heat capacity (sample cell), C, , and
surrounding temperature (the bath as a heat source), Ty, then the thermal energy
flow, dg/dt, to or from the sample is controlled by a certain thermal resistance, R. The
temperature difference between the sample and its surroundings gives rise to an
equation referred te as Newton’s law (compare Fig. 2.3)

dg _T—T, (2.55)

dr R

This is the thermal analogy of Ohm’s Law for a potential difference across an
electrical resistance. During a thermal process, the heat generated by the sample is
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positive and heat absorbed is negative, the rate of the latter is di/ds. The energy
generated in the sample can either increase the sample temperature or be lost to the
surroundings so the heat balance yields

dh - 4T, dq9 _ . dTy T,—Ts (2.56)

dr " dr dt Ptodt R

The maintenance of the condition of specimen tzmperature equality in energy
per unit time which the sample absorbs from or provides to the sample-holder heater
must be compensated for by a corresponding variation in the differential electrical
power, being equivalent to the measured dg/ds. Using eqn. (2.56) together with the
time derivative of eqn. (2.55), a basic DSC equation can be obtained*? rélating the
change in the sample enthalpy, dA/dz, to the DSC variable, dg/d:?

2

Sl_h = - —d_q + (C‘m_c‘m)f25 — RC,, 174

dt dt di dt
The term, dA/dz, involves the sum of three terms: the first being the signal measured
from the zero baseline; the second the baseline displacement due to heat capacity
mismatch between the sample and the reference; and the third term is the slope of
peak normal multiplied by a constant RC, . It can be seen that the area under the
DSC peak is equal to the change in reaction enthalpy, Ag = — A#, and that the value
of an instrument empirical constant, R, is not required. The calibration is therefore
not dependent on the temperature and a single point of calibration applies over the
whole range. By decreasing the value of R, the accuracy and sensitivity of the DSC
apparatus is increased®!. A thermally invariant process illustrates the DSC curve of
the type shown in Fig. 2.13. For the linear part, where the transition rate is time
independent, the following equation is valid

(2.57)

dag dT, 1dT;
— =(C,,—C,))—2+——21. (2.58)
diz d R dt
T__q_) A‘
dg N, IR
dt ; 1d%7 i . a
: pre'ﬁﬁ'{/- i \ curve (‘%{Q}‘i{p( t/RC,s)
P .
/o
g .-’f A: iAz A?*AZ =aAH
| [
o § ¥ A P
L I 1 + 7
db di
(Cpg‘Cp‘*}'d—z .i ; A_) g o dtﬁ
1 i
H L

Fig. 2.13. Schematic representation of DSC peak for a first-order transition®®.
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The straight-line slope is then equal to the scanaing rate divided by the thermal
resistivity. The peak height will rise with the decreasing value of R, or

(93 ~Lldl, 2. (2.59)
dt/max R dt R

The advantage of the DSC system may be best shown by comparing it with
DTA using the same approach’®. Writing an equation equivalent to eqn. (2.56) but
for the standard cell (subscript 2) where d/i/d: = 8, mutual substraction and rear-
Tangement gives

dh dT, d(T,—T5)
RZE = (T, —T»)+R(C,,—C,) —2 + RC,, —+—*
dt ( 1 -) ( 24 Pz) dt p: dt
= AT+R(C,,—C,,) $+RC,, ‘—1—3—7—. (2.60)
14

This assumes the zame R for both specimens as well as a constant scanning rate,
17./dt = dTgidt = b.

The term, R G#h/dz, is again the sum of three terms: the first is the temperature
difference recorded; the second represents the baseline displacement from the zero
signal level; and the ihird term is the slope of the curve at any point multiplied by a
constant, RC, . This constant has the units of time and is in fact the thermal time

ATEL-T,)

DEC (cr DTA)

]

k=]
e
3
2
~
2N
Si
s
.
a; .
= R iy (R, d-‘q .
& -dg - Ny Fatope)
5 df LTt o
dq d:g RC;! "
‘ldf !?C;r dt

Fig. 2.14. Comparison of DTA and DSC measurements and their significance (according to Gray3%).
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constant of the system; it is very important. It should be noted that the recorded
signal, AT, is proportional to R for a given sample size while that of a DTA apparatus
is designed to have R equal to zero at no signal. The requirements of high inherent
sensitivity, which requires a large R, is therefore incompatible with the demand for
fast response or high resolution which needs RC,, as small as possible. It can be seen
that the area under the DTA peak is only proportional to the change in reaction
enthalpy, Rd/i = ATdz1, and thus the value of R and its temperature variation should
be established.

The quantity, d4/dz, is composed of three terms in both the DSC and DTA
techniques and their meanings are ilfustrated in Fig. 2.14. The fundamental reason
for ithe differences in DTA and DSC curves is that the DTA system is a temperature
measuring device and energy information is reached through secondary relationships
from the sample temperature variation. The DSC apparatus is an energy measuring
device where the sample temperature is monitored and maint. ined equal to the
program heating._ It should be noted that the empirical constant, R, occurs only in the
third term of the right-hand side of egn. (2.57) in contrast to eqn. (2.60). It is possible
to decrease the thermal time constant by reducing R wit'; . it sacrificing sensitivity,
which is the principal design objective for a differenti2! .canning calorimeter, as
demonstrated in Fig. 2.14 (for a sharp time independer: *.;an: ‘tion, compare Fig. 2.13).
In DSC experiments, the peak area is not changed oa decreas ng R while in DTA, the
peak area is reduced. The calibration of a DSC apparatus is usually accomplished by
metals®! and the average reported accuracy is about + 1 rel. percent.

AT DOCorDTA 4o psc R
dt
|
! 2ar 4 2
i

&
1N
ﬁe{
>
-

Fig. 2.15. Comparison of sensitivity of DTA and DSC methods (according to Gray3®).

The determination of the snecific heat of a sample is based on the second term
on the right hand side of eqn. (2.57), as illustrated in Fig. 2.16. The rate of heat flow
to the sample, of specific heat, C, , and mass, m,, is given by

‘d_q‘ = ml P "d—’I:- (2.61)
dt dt
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Afier the apparatus is calibrated, the distance, j, is directly proportional to dg/dr in
cal/sec. Another method 1s to calibrate the apparatus by a known material of given
function, C, = f(T), instead of a sample. For an arbitrary temperature, then

dT daT
Ky=mC,— andjor Ky’ =m'C,— 2.62
¥ » ds / y » 3 (2.62)
where X is the calibration constant, see Fig. (2.16). On dividing the equations, we

obtain

_my (2.63)

r

my

ﬂq ‘Oﬁ

dq kr/"n malenc
H 3 r-'.L O, /

t

Fig. 2.16. Principle of specific heat determination.

Using the entire DSC curve, the temperature dependence of C, in a given temperature
interval may be established by the equation, C,=a+bT+cT ™% According to
O°Neil*®, the accuracy of C, determination is about +0.3 rel. percent or better,
which is close to that obtained by adiabatic calorimetry; however, the sample size
and thz working time are much less. The accuracy is dependent upon the temperature
grudient -between the sample aad its holder. For samples of high thermal conductivity
it can be as good as +01 rel. percent, while for samples of a poor conductivity
{polymers), it may decrease to about + 5 rel. percent.

Commercially produced DSC instruments enable measurements to be made
to a temperature of 600°C; for high temperature calorimetry, the instruments
described by Speros and Woodhouse’3 (600-800°C) and Nicholson and Fulrath®*
(900-960°C) may be used. Other examples of DSC utilization are given in refer-
ences®5—68
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2.3. Measurements of other thermophysical properties

In addition to calorimetrically determined propertics, other important quantities
such as thermal expansion, compressibility, and vapor pressures are of considerable
interest from the point of view of chemical thermodynamics. Most of these properties
are preferably determined by means of dynamic techniques.

2.3.1. Thermal expansion
The coefficient of the voiume thermal expansion is defined as®®

1 oV -
oy = —{ — K™! 2.64
(), (K] 269
and the coefficient of linear expansion
1 /0oL _ .
o, = —{— K1 2.65
(), (K] 265)

where V'is the volume and L is the length. Both coefficients are usually approached as
linear functions of temperature but the average values are calculated in a given
temperature interval, or

9—‘1, = i SA_I_‘ (2.66)

Lo AT
It can be shown that &, =3&,. For single crystals, 2; depends on the crystallo-
graphic direction; only cubic structures have a constant coefficient of thermal
expansion in any direction. For anisotropic materials, it is necessary to consider the
expansions along all three crystallographic axes.

For the measurement of thermal expansion, five different methods may be
employed®®:7°, The first three are based on the measurement of length changes of a
rod by a detecting system such as a dial gauge’’ ~7?, combination of a telescope
system with micromete:’#, interferometer’ >, and mirror refiection”*. Other methods
are based on the lattice constant measurement by X-ray diffraction’® and/or volume
measurements of a known system containing the sample”’, or directly from sample den-
sity’®-7%, Dynamic techniques are more common®°, the theory of which is given by
Reiss®*. Some dilatometric measurements of organic glasses have also been made8>-84,

The relationship between x and the other thermodynamic quantities was
determined by Griinzisen®® and later simplified by Eastabrook®®, as

C, (oT C,
ay = — — (_.) = 7 (2.67)
TJCT a;’ S VJCT
and
g = _K(il'-’_" - _(a In T) (2.68)
T\0V /s dln V/s

where 7 is Griineisen’s constant to be calculated on the basis of Debye’s model of a
solid. Within the temperature interval, 7=0.20p, T = 0p, the coastant J1 may be
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assumed to be temperature independznt provided that @, is the Debye temperature;
C, is the heat capacity at the constant volume, V.

2.3.2. Determination of the integral heat of sorption

Schreiber®” has used the measurement of the heat of sorption for the de-
termination of specific surface area of powders. For this measurement, the principle of
DTA was found suitable'®°. The constant ratio of the specific surface area and the
integral heat of sorption for a given system (adsorbate, adsorbent and temperature) is
determined experimentally by means of calibration with a suitable material of known
specific surface area.

2.4. Direct investigation of equilibria

For the study of equilibrium states it is possible to employ any property of the
system if this property indicates unambiguously the change of phase composition.
The enumeration of individual methods is rnot the aim of this section and hence only
the mast useful techniques and the typical methods of interpretation are included. The
methads are classified according to the processes investigated. The same course of
utilization of the individual techniques is faced in practice’®.

2.4.1. Study of condensed systems

High-temperature Microscopy is based on the direct observation of the creation
and/or disappearance of a particuiar phase in a system under dynamic temperature
conditions®3. The best example is the classical method of the melting point deter-
mination of organic substances®® placed ia a glass capillary tube inside a temperature
controlled bath or block. An automatic apparatus was described by Muller and
Zenchelski®® and later by Furst and Shapiro®!. A survey of methods for the deter-
mination of melting point and their comparison with other conventional techniques
have been given®Z~9°. For specific purposes a polarizing microscope is necessary such
as in the study of the transformations of NH /NO; (ref. 96), cholesteryl esters of
higher organic acids®*, or chemical reactions such as the dehydration of calcium
sulphate dihydrate to the hemihydrate in presence of liquid water'??. The change in
intensity of transmitted light or light shaded by the sample body (optical dilatometry)
may also be detected instrumentally1¢1-103,

Dilatomerry has a wide use in the investigation of solid—solid transformations
which*°%~19? arise from a discontinuity in the dilatometric cu ve, such as the x—f
transition in SiO, (ref. 106), NH /NO; (ref. 107), transitions in metallic whiskers°3,
and ZrO, (ref. 109), as illustrated in Fig. 2.17a.

Phase transitions of the second order show up a break in the dilatometric curve,
as shown in Fig. 2.17c. Other examples are in ferroelectric NaNO, (ref. 108), trans-
polybutylene' *°, ferrites!'?, and the determination of glass-transition temperature
such as glassy selenium®*“ and organic'! !> and inorganic glasses, ' 1%-* !¢ (Fig. 2.17b).
The study of chemical processes such as gypsum dehydration in an autoclave in the
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Emanatior Thermal Analysis is based on the measurement of the rate of release
of inert radioactive gases previously incorporated into the solid**®~'2!; it is a very
sensitive method for the detection of transformation temperatures, such as the Fe.O,
calcination’'® and solid state reactions in the systems®'?%-'2! BaCO;+TiO,,
CaO+Fe,0,, KCI-CaC(l, and CaSO_,-BaSO,.

Thermomechanical Analysis provides a useful measurement of the mechanical
changes which occur within a material as a function of temperature by the probe tip
penetration of the sample, etc. Besides the determination of phase transition and
softening temperatures, a number of other important phenomena such as compression
and tensile modulus or expansion coefficients may also be determined!22. A typical
curve is shown in Fig. 2.18.

High Temperature X-ray Diffractometry is a selective method for determining
phase transitions, regions of phase thermal stability, reaction reversibility, etc. The
dynamic mode utilizes the measurement of a suitable diffraction line of the reacting
phase which may disappear or appear (see Fig. 2.19). Some examples are the study of
phase transitions in the CaSO~H,O system'?> and the decomposition of NH,VO,
(ref. 124).

CaS0.-15HO (206}
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8
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Fig. 2.19. Example of thermal X-ray analysis taken from ref. 123.

The dependence of electrical conductivity on temperature is used to detect phase
transitions in electrcthermal analysis. Although similar to dilatometry, this method
makes possible the use of very low heating rates and thus approaches equilibrium
conditions. It is suitable for the study of transitions in one component systems such as
CaO (ref. 125), KNbO, (ref. 126), LINO; (ref. 127), NaNQO, (ref. 127) and phe-
nanthrene!?®, as well as in two component systems such as Li,SO,—Na,SO;
(ref. 129), ZrO,-CaO (ref. 130), Ag,SO,—-CaSO, (ref. 131). Chemical reactions are
also studied by this technique!32-133_ According to Bergstein!3* the measurement of
the dielectric constant as a rfunction of temperature presents a possible and useful
variation of this method, as for example in the synthesis of ferroelectric mate-
rials'3+-136 (Fig. 2.20).

Magnetic Thermal Analysis is useful for Curie point determinations. An
automatic balance is used to record magnetization (change of sample weight in the
magnetic field applied) against temperature. Typical curves for Ni, Fe;O; and
Fe;C (ref. 137) are shown in Fig. 2.21. Some solid-solid transformations may also be
accompanied by a change of ferromagnetic behavior of a system, for example, the
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Fig. 2.20. Dielectric thermal analysis (heating rate 10°C/min, frequency 1 MHz). A, reaction of
equimolar mixture of BaCO; and TiO, (ref. 134) above the Curie temperature of BaTiO;; B,
reaction of equimolar mixture of PbO and TiO; (ref. 136) in comparison with DTA. The capacity
maximum indicates the formation of PbTiO,.
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Fig. 2.21. Magnctic thermal analysis taken from ref. 137,

y-Fe,03 — a-Fe, 0, transition!37-138, This method is equally successful in studying
more complex processes such as Fe,O, formation'*® and carbide decomposi-
ﬁ0n140'141-

Direct Thermal Analysis provides the most classical metkod of thermal analysis.
It is basea on the detection of temperature against time'#2 and is suitable for
processes which proceed relatively fast in comparison with the selected heating rate.
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Two cases of TA curves are shown in Fig. 2.22 for slow (silicates) and fast (metals)
processes of melt crystallization. It is evident that for the case of a slow process, the
TA method is not sensitive enough to follow the process of crystallization. With a
decreasing rate of heating (cooling) the sensitivity of the TA method is lowered due to
heat transfer to the sample surroundings and thus, in most cases, it is necessary to
find the optimum cooling rate with regard to the rate of the process investigated.

The theory of this technique was first given by White**? and later by Smit'**,
For certain measuremeants, viz. the determination of solidus curves, the plots obtained
under heating are more favorable'*' than those obtained under cooling. However,
heat treatment at a temperature just below the equilibrium temperature of the transi-
tion is often required. Owing tu the low temperature conductivity of some materials
(such as oxides) a distinct temperature gradient is created which may distort the TA
measurement. Diminishing of sample load or decreasing the sample layer is of
assistance in removing this effect. This effect, together with consequent local super-
cooling, may result in curve hysteresis if we compare the cooling and the heating
curves (see Fig. 2.23). Similar experimental conditions must be fulfilled for the study

¢ 4
Fig. 2.22 (left). Direct thermal analysis curves for a low rate (A), fast rate (B), and idealized processes
(&
Fig. 2.23 (right). Therma! analysis hysteresis curve.

of multiple-component systems. From a suitable series of cooling curves, a nearly
compiete phase diagram may be constructed, as is demonstrated in Fig. 2.24. The
breaks on the curve indicate the temperatures of the phase transitions while the
duration of time lags correspond to the size of the heat effects. From the curve breaks,
the liquidus temperatures may also be obtained. Plotting of the length of each time
lag agzinst the composition makes it possible to find the eutectic composition and/or
the solid-solid transformation.

The scanning of individual points from a TA curve may not be unambiguous,
and a derivatuve curve may sometimes be very useful. Such a DTA-like curve of the
electronically generated derivative is demonstrated in Fig. 2.25 and is compared with
the experimentally detected input signal of a normal TA curve. Utilization of a single
thermocouple-sample system has some advantages over the ordinary DTA “twin”
arrangement. Despite the fact that the mathematical description seems to be simpler
than that for DTA, the theory has not been developed as yet. The use of this promising
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Fig. 2.24. Construction of binary phase diagram from thermal analysis measurements.

Fig. 2.25. Use of derivative curves in thermal analysis.

method is delayed due to instrumental difficulties which permit, only for the time
being, a heating rate that is not less than 12°C/min. A similar method was proposed
by Sze and Meaden'®? where the sample acts as its own reference.

Differential Thermal Analysis. Since most phase transitions are associated with
a particular heat effect they can be preferably detected by means of DTA®>. The
difficulty connected with the interpretation of the results, as already discussed in
preceding sections, is in the determination of the equilibrium temperature. If no
temperature gradient is present in tne sample, the sharp edge of the peak is, in this
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Fig- 2.26. Principle of DTA measurement; T,, 7., T are the sample, standard, and block tempera-

tures, respectively.

Fig. 2.27. Empirical evaluation of T, for a reaction.
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desirabie and highly idealized case, identified with the equilibrium temperature of an
invariant process (Fig. 2.26). For solid-state systems the temperature gradient distorts
the DTA peak and due to superheating or undercooling, the whole curve may be
shifted. In such cases, the edge temperature of the DTA peak is not the true equili-
brium temperature. In order to overcome these difficulties different methods have been
suggested such as calibration, calculation of this difference from characteristic
quantities' ** and/or use of different geometrical constructions to analyze the DTA
peak. However, none of these methods is completely satisfactorv. Keavney and
Eberlin'*® approached the process temperature determination by drawing a secant
line through the points of departure from the baseline, inflection point, and the top of
the peak (see Fig. 2.27). Perron et al.'*7 determined this temperature at the point of
interscciiun of e baseline with the tangent put through the inflection point, which is
in accordance wwith the recommentations of the I.C. T.A. Standardization Committee.
Hruby*3° has successfully applied tiie tangent method to evaluate the glass-forming
tendency'®? of semiconducting glasses by comparing their DTA peaks of trans-
formation, crystallization and melting, as shown in Fig. 2.28.
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Fig 2.28. DTA, taken from ref. 150, of glassy As.Te,, pure and mixtures with silica; bulk samples of
I g in scaled quartz ampoules. According to Hruby!3° the glass-forming tendency is given by ratio
(T, — TPI(T,— T;) where Ty, T, and T, arc the temperatures of glass transition, crystallization cnd
melting, respectively.
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The tendency to decrease the temperature gradient in the sample suggests the

use of DDC or even ISC, or at least to greatly decrease the sample mass. This latter
method was successfully used by Mazieres!*2-1+?

who emploved the thermocouple
junction directly as a micro sample holder. The sample mass inside such a temperature

sensing element was as low as 1 ug. Unfortunately, one of the problems encountered
was how to clean the tiny sample container and also how to weight the sample. The
theory of micro-DTA with a sandwich-type sample was recently given by Akiyama!93.
Errors arising from superheating are less frequently encountered than those caused by
undercooiing and hence heating rather than cooling curves are recommended’®! to
investigate equilibria in condensed systems. The interpretation of such DTA curves is
shown in Fig. 2.29; for details see Wunderlich!°*. For the determination of equili-
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Fig. 2.29 (left). Construction of binary phase diagrams from DTA heating curves!3?!.

Fig. 2.30 (right). Evaluation of equilibrium temperature from heating and cooling curves.

brium temperatures of reversible reactions, it is convenient to study the process
during both cooling and heating. The equilibrium temperature is then represented as
a mean value from both measurements (see Fig. 2.30), as shown by Pvhénen and
Mansikka!®2. This method provides only approximate data because the under-
cooling and respectiive superheating may prevail during only one of these temperature
modes. The advantages of Maziere’s and P6yhonen-Mansikka’s methods together
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with the removal of nucleation processes are employed in the periodic thermal
analysis technique described by Proks!33-13% It is based on Ordway’s work!*® who
first employed the thermocouple junction directly as a sample-holder, a temperature
sensing element, and a high-frequency heater (it is sometimes combined with the
direct observation of the sample by means of high-temperature mi®roscopy). If the
system which is composed of liquid and solid phases is considered at the equilibrium
iemperature, 7., and if the temperature oscillates by a certain small difference, AT,
from T, then, provided the periods are short enough, none of these phases disappears

completzly. Under such conditions, nucleation, superheating, and undercooling

Fig. 2.31. Typical curves for periodic thermal analysis?3%.

phenomena are not present to any extent. In addition, owing to the small sample mass
there is only a small temperature gradient between the temperature measured and the
actual temperature in the sample and the equilibrium temperature falls within the
maximum and minimum sample temperature range. The thermocouple junction is
heated by a high-frequency current modulated by a low-frequency component of 2
suitable time period (preferably simiple sinusoidal signal with 1-10 Hz frequency). A
coupled oscilloscope serves to register the dependence of T, as shown by the equation

—d7ydt =f£,(T) (2.69)

The temperature-dependent signal may lead to the vertical oscilloscope input against
a suitable time base, or

T="1,() {2.70)

as shown in Fig. 2.31. The oscillogram is circular only in the case where no processes
occur in the thermocouple junction. During fusion and solidification j:rocesses the
circle is deformed in parts where melting and crystallization take place.

The advantage of differential scanning calorimetry over DTA is the better
reproducibility of the temperature measurement of phase transformations. The
simplest case, utilized by Gray>? and David®! (section 2.2.4), is the assumption that
the sample and the sample holder have much higher thermal conductivities than the
interfacial region so that the temperature gradient is confined to the latter region.
Due to the small ratio of sample mass to that of the holder, thermal effects taking
place in the sample do not periurb the sample-holder '*¢:*37. A number of otker



N e

No supercooling

— - .

Portial  supercooling

NLla

N

- /

—_— - LS

Caoriglete  supercooing

Fig. 2.32. Effect of undercooling on the shape of the TA and the DSC curves (according to Flynn!37).

model cases have been assumed; for example, according to Flynn!®®, idealized

temperzi.re vs time and dqg/dr vs time curves, as shown in Fig. 2.32, where T, T’
and 7, are the temperatures of the sample, its holder and the sample fusion
respectively, under a constant heating rate, ¢. If partial or complete supercooling
takes place, as in the middle and lower curve of Fig. 2.32, there appears a sudden
jump in dg/dz, followed by the usual decay. All of these idealized curves approximately
duplicate curves obtained by DSC for the cooling (and heating) of pure elements and
compounds. Accordin~ to Flynn'!®®, the extrapolated onset temperature, T,, is
related to the actual temperature, 7., by the equation

To= ch-i-di(‘tr—i-fx—i-‘ts) (2.71)

where 7+ is the temperature programming constant, 7y is the differential power time
constant and w5 (= C,;m; — C;m’),/K "A") is the time decay constant proportional to
interfacial conductivity K’ between the sample (1) and its holder (). Symbols C,, m
and ¢ are the specific heat, the mass, and the heating rate, respectively, and 4° is the
contact area between the sample and its holder. The precision of the w..._crature
calibration is reported to be dependent on the experimental reproducibility of the
interfacial time constant, 1, since the instrumental time constants, t; and 7, do not
change. For a calorimetric measurement, the dependence of dg/dt vs. ¢ is recorded;
for a temperature dctermination, a plot of dg/dr vs. T is preferable. The recorded
difference is illustrated for the melting of zinc in Fig. 2.33,
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T

Fig. 2.33 (left). DSC curves for a first order transition related to time (z) or temperature (7).
Fig. 2.34 (right). DSC curve for a glass transition.

This method is suitable for the determination of transition of metastable
(frozen in) modifications such as in metastable glutaronitrile at 233K, the existence
of which was determined >3, Well defined applicability is found in the determination
of the temperature of glass transformations®>? (see Fig. 2.34) and other second order
transitions. Another use may be shown by order-mesophase transitions of some
organic compounds interpreted on C,~7 diagrams'®°.

Permeability thermal analysis, which was introduced by Komrska!®! to follow
sintering processes, is also suitabl: to study the thermal decomposition of solids. The
principle of this method is the continual gas-permeability measurement of a porous
sample under its programmed hzating. Since the sintering process is associated with
the decreasing permeability, the dccomposition exhibits a sudden increase of apparent
permeability due to gas evolution.

Although the combined methods hold soms advantages, particularly in a
preliminary, analytical description of a sample. they are seldom of use in the
specialized physico-chemical investigations. The individual techniques require
characteristic process determining experimental modes compatible only with the
particular method. The combined methods may well serve for the first approach to an
unknown system where the nature and the region of the processes is to be defined.
There has been no attempt made here to give 1 complete enumeration of all of the
methods and their applicability, but it should be pointed out that methods such as
high-temperature reflectance spectiometry and/or spectrophotometry etc., are aiso of
great value.

2.4.2. Methods for the study of solid—gas equilibria
As typical cases, the following processes, A, 2 A, and/or AB,, 2 A, + B,
will be considered. According to the phase rule, two phases in a one component
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system and three phases in a two component system are invariant. In pure condensed
systems (section 2.4.1) the influence of pressure is neglected. However, if gases
participate in the process the equilibrium temperature becomes very sensitive to
pressure and hence the pressure cannot be neglected. The pressure-temperature
relationship involving the vaporizatior of pure solids cannot be determined by visual
observations and evolved gas techniques arc useful. The quality of equilibrium data
measured depends on the methods described in section 2.4.1, on the accuracy and the
correctness of the temperature detection, and also on securing the constancy of
defined pressure conditions on the solid—gas interface. The assertion of a predefined
pressure to be held constant during a reaction has some experimental complications
for GTA, DSC and TG. where a given sample is surrounded by a static atmosphere or
is in a gas stream. Such a dynamic atmosphere provides certain hydrodynamic
conditiors controlling the entire contact area between the gas and the reacting solid
surface. A better defined pressure condition can be attained in flow systems'®! where
the gaseous product is analyzed to determine the propagation of the process. It is
necessary to achieve minimum delay between the sensing temperature and the
fractional decomposition. Correct temperature measurement also presents experimen-
zal difficulties. The requirement to have the temperature-sensing element directly in
the system investigated, or more accurately, in the phase boundary where the process
takes place, i1s almost unattainable particularly in TG investigations. Such a tempera-
ture gradient may cause a substantial error. This may be removed by using two
geometrically similar cells, one as a sample-holder suspended from the thermobalance
holder, and the other as a temperature sensing cell placed underneath the firstonein a
svmmetrically heated chamber, as shown by Sestak!®2. In pure condensed systems,
there is a shift in the transiiion temperature due to undercooling and superheating
phenomena. For reversible processes, it is desirable to follow the decomposition
advance at 2n increasing temperature while in recombination processes it is better to
detect it at a decreasing temperature. The preferred method for this appears to be
DTA!33-1%% because during a process a constant number of phases is maintained.

The DTA method was applied to the study of sublimation equilibria by Meyer
et al. '3 for the systems: NH,Cl, NH Br and NH I at atmospheric pressures. The
temperatures, 7., . scanned from the DTA curves, (Fig. 2.35) are in a good agreement
with the literature data for atmospheric pressure sublimation temperatures, 7y;,. They
are compared in the following table:

TABLE 2.3

SUBLIMATION TEMPERATURES OBTAINED FROM DYNAMIC
MEASUREMENTS {(7.:;) AND STATIC EQUILIBRIUM MEASUREMENTS (730

s T 7.
SLSSIaAnCe i exp FEET

NH,CI 338.2 337.8
NH,Br 3952 394.6
NH.I 403.6 404.0
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Fig. 2.35. Determination of sublimation temperaturecs from DTA curves.

Fig. 2.36. Effect of sample arrangement on the shape of 2 DTA®%? curve (A), and evolved gas
detection curve (B). Uprper part exhibits curtes for open sample pan; bottom curves for sam.ple pan
with pin hole.

By comparing the DTA results for a series of difierent pressures, the dependence
of the sublimation temperature on pressure can be established. There was a good
agreement with the literature data obtained using the static method as reported by
Smith and Calvert*®* for NH,CI.

For investigations carried out by DSC, a pin-holed lid placed on the top cf the
sample holder is recommended so that the evolved gases can escape. The resuiting
peaks are much sharper and thus the accuracy of temperature measurement is greater.
The curves for the dehvdration of CuSO;-5H,O obtained under atmospheric
pressure in an open sample-holder (a) and in a pin-holed lid (b) are compared in
Fig. 2.36. The combination of calorimetric measurements with the simultaneous
analysis of gaseous products!® (see Fig. 2.36 dashed lines) is very useful. From a
comparison of curve (a) and (b), it is evident that the first peak corresponds to the
internal transformation which does not involve the loss of water. These simultaneous
techniques have been used aiso in combination with DTA in the BaCl,-H,O
system!®®. For details, see Schultze®¢?.

The works of Wendlandt et al.1%8-16%, who used complementary measurements
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of magnetic susceptibility, thermal conductivity, TG and L TA to study the deaquation
of the cobalt halide hydrate, and of Bergstein ct al.!3+-13%-170.171 whg investigated
solid—gas reactions in the spinel and perowskite formation by DTA, TG, dilatometry,
X-ray and thermoelectrical measurement:, can serve as examples of the successful
application of the complex method of thermal analyses. As in the case of derivative
curves in TA, a simtlar arrangement can be used for DTA (DDTA) and TG (DTG)
measurements as well. In Fig. 2.37, TG and DTG curves for the reduction of
x-Fe,0,'H,0 in hydrogen are shown. The increase in resolving power of the
derivative curve electronically obtained against a weight loss curve is evident.

o FROHO, 200mg 4 G
METTLER THERMOANALYZ.

orG

o Ca 200 300 400 500 T°C
Fig. 2.37. Typical TG and DTG curves.

2.4.3. Methods for the study of liquid—gas equilibria

The normal boiling point is defined as the temperature at which the equilibrium
vapor pressure is one atmosphere. In an open system, the rate of such a liquid—vapor
transition is controlled by the rate at which the vapor is removed from the region of
the liquid—vapor interface. The shape of a DTA and/or DSC curve is determined by

idg
Tdt

gy
— »

50 60 70 &0 90 G0 70
T°c

Fig. 2.38. DSC curves for evapcration of water. Curve A, open sample pan; curve B, sample pan
with pin hole.
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the rate of vaporization as a function of temperature which, in turn, is afiected by the
rate at which the vapor is removed. The surface area of the liquid and the size of the
orifice through which the vapor escapes to the surroundings are the impjortant
factors. Because the liquid is enclosed in a rather deep container in ordinar, DTA
experiments, the evaporation takes place close to the normal boiling point. At ti:is
point the vapor is forced from the cavity under a positive pressure and thus a sharp
peak is produced. The best procedure for boiling point determinations is to use the
DSC method provided that the sample container limits the rate of vaporization. This
again may be accomplished by using a sample pan containing a pin-hole in its cover.
The vaporization peak of water under these conditions is shown in Fig. 2.38. The heat
of vaporization at the boiling point can also be obtained from the peak area but, for
an accurate measurement, the correction for sample loss up to the point where the
peak begins must be made. Paulik et al.' 72 used a microdistillation method for the
boiling point determination where the weight loss versus temperature was recorded.
Precise determination of melting and boiling points has recently been discussed by
Barrall'®>.

2.5. Calculaticn of the standard enthalpy change of phase transitions from
phase diagrams
The corndition of two phases in equilibrium is expressed by the Clausius—
Clapevron equation (see Chapter 1), or

dP _ AH

= — 2.72
dT TAV 2.72)

The direct experimental investigation of the dependence of the equilibrium pressure
upon the temperature enables the calculation of AH and/or AV quantities. In con-
densed systems such a dependence can be established by DTA (fusion, modification
transformation, etc.). If the quantity, AV, is determined at the same time using
density (p) measurements of both phases (V; = 1/p,), then AH may be calculated
provided that it is temperature independent in the narrow temperature interval. If
P, relates to temperature, T, , and P, to 7T',, then the integrated form of eqn. (2.72) is

H — AV(Pz—Pl)-

2.73
In(T3/T;) @7

This method was successfully applied to determine the standard change of enthalpy
for the transformations: cristoballite - quartz®”3; solid-solid transformation of
CsC1!'7#; and others (NH ;Cl, NH(NO,, Na;AlFg4, CeO,, etc.)! 75, Pressures up to
1500 atm. were employed.

The enthalpy change which accompanies first order transitions can also be
determined from a binary phase diagram obtained by any TA method. For a phase
diagram where the components do not form a solid solution, tke heat of fusion for
individual components may be obtained from the course of the liquidus curve in the
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vicinity of the fusion temperature of the pure component assuming ideal behavior of
the liquid solution. On iniegration of eqn. (1.38), under the assumption that the
enthalpy change is temperature independent

Inx, = —2Ha i—i). (2.74)

By plotting In x, versus 1/7 a straight line is obtained the slope of which gives
AH,..... of component A. A series of such established data are reported by Kelley!7°.
A typical example of the calculation may be found in the work of Bowen!?7 for the
system, Na,SiO;-Si0O, (including determination of AS, = AH,/T,).

If the specific heats of the pure liquid and solid components are known as a
function of temperature, such as by the empirical equation

C,=a+oT+cT™?

where a. b and ¢ are constants, the AH, may be expressed using the integrated torm
of eqn. (1.38), or

Rinx, = —AH, —I——i)—Aa(—E+InI—I\+

/ -
+Ab [T—TA-i- Tz k—l- — i)J +
T T,

1 1 1 1
+ 2 ——— ) —(———}I. 2.7
AC[ <T2 T2 (TAT Ti)] (275)

The terms, T, and T, are the temperatures of fusion and of the system, respectively;
AH, is the standard enthalpy change of fusion at the temperature T, ; and x, is the
molar fraction cf the component A. Practical application, however, is attained on
using some simplification such as 7,—T—0, Ab—0 and Ac— 0. A survey of the
methods of AH calculation is given by Adams and Cohen!78.

In the case of sublimation or possibly some evaporation, the volume cf the
ccndensed phase may be neglected with respect to that of the vapor (AV=V)).
Assuming ideal behavior of the gaseous phase, eqn. (2.72) becomes

dinp AH
— = . 2.76
dT  RT? (2.70)
Considering AH as temperature independent, the integration yields
Inp=— 4 const. (2.77)

RT,

eq

A plot of T, against p, or 1/T,, against In p established experimentally by DTA,
DSC, TG, etc., provides the necessary data to calculate AH which represents the mean
value in the given temperature interval.
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In accordance with the procedure of eqn. (2.75), known empirical dependence of
the specific heat versus temperature may be assumed, or

—Rlnp=27 _pqtnT-207148C
T 2 "ot

+ Cog 2.78)

where C,g is the integration constant. Upon rearrangement,

Ab Ac AH

Z = —Rinp+Aaln T+?T—;r—2 = ?TC73 (2.79)
A plot of the left-hand side of eqn. (2.79) (})) against the reciprocal tempera ure,
/T, gives a straight line with a slope equal to the enthalpy change corresponding to
the phase transition at the temperature of equilibrium.

Many organic vapors, however, with different intermol.zular and intramole-
cular attractions may deviate considerably from the ideal gas behavior assumed by
eqn. (2.76). Corrected equations have been proposed to calculate the change in
volume (V = ((1—P) TV, where T, = T/ T.,; ;. = reduced temperature) and/or the
vapor pressure function (log P =a—b/(c+ T) where a, b and ¢ are constants) and
combined with the Clausius—-Clapeyron equation, such as described by Morie et al.? 7%,

Similar relations may be used if sublimation is associated with a chemical

reaction. From eqn. (1.54) it follows that
dln K AH®
= 2.80
( oT )p RT? (2.80)

The process of A, =B, +C,. where the comporents A and C do not form a solid
solution, i1s then described as

(a P ) =, @281

oT Je RT?
As an example, the work of Markowitz and Boryta'8° on the sublimation equilibria
of NH ;Cl, NH I and NH  Br by DTA may be mentioned. It is known that animonium
halides are completely dissociated in the vapor phase (NH X,==NH;,+HX,).
Accordingly, the vaporization of NH (Cl represents a dissociation process for which
the standard free energy change can be readily compuied from the experimental
sublimation pressures, or

2
AGS, = —RTIn K, = —RTIn (pry, puc) = —RT In % (2.82)

where P refers to the sublimation pressure of amonium chloride (P = 2p,c, = 2Prias,)-
Then

. AHZ.. 2AHS
d ln I\P — -d ln P _ AHdlss _ 2AHsubl . (2.83)

a7 dT  RT? RT?
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From a plot of In P against (1/7T) the slope, —AH_ /., is obtained, where AH_,

sabl 1S
the average value of the enthalpy of sublimation over the temperature range covered.

Similarly, Stone!®! and later Ellis and Mortland 82 applied eqn. (2.82) to determine
the reaction enthalpy of MgCO 3, =MgOy,,+CO,(,, from the dependence of the
temperature of magnesite decomposition on the partial pressure of carbon dioxide.
The accuracy of the results obtained is of the same degree as the accuracy of the peak
area measurement. Analogous determinations for NiCO; and CaCO; were made by
Buzdov!®3. A variety of authors used this method for standard reaction enthalpy
determinations such as for kaolinite'®?, BaCl,-2H,O (ref. 184), MgSO,-7H,0
(ref. 186), Mg(OH), (ref. 189) and others!35-188,
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