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2. THE STUDY OF EQUILIBRIUM STATES BY THE IMETHODS OF 
TI-IERMAL ANALYSIS 

2.1. General outline 

The variables which characterize the state of a system are mutually related in the 

form of relationships, based on thermodynamics, which permits the choice of 

convenientl easily measured quantities which facilitate the experimental study of the 

equilibrium states. The mathematical treatment is then limited to the quantities which 

are difficult to measure. 

When constructing the phase diagram of a binary system by direct investigation 

of the composition of phases at different temperatures, the calculation of the heat of 

fusion of individual components is possible. This is an advantage because a direct 

measurement of the heat of fusion at high temperatures is difficult. On the other hand, 

it is possible to find the dependence of phase transitions on temperature if an experi- 

mental technique is available to determine the heat of fusion and thermodynamic 

data of solutions (see Table 2. la). This procedure can also be extended to phase 

transitions of second order and to chemimi reactions (see Table 2.1 b). 

TABLE 2.1 
COMPLEMENTARY WAYS FOR STUDYING (a) PHASE EQUILIBRIA AND 
<b) EQUILIBRIA IN CHEMICAL REACI-IONS 

The methods of thermal analysis are applicable to direct observations of 

equilibria and also to the determination of thermodynamic quantities (enthalpy, 



specific heat, etc.). A direct study of phase equilibria is based upon the observation of 
the temperature (or ;rosxure) at which the composition of a phase in a system 
undergoes a change. fhe ,:zdy can be performed by direct observation (by micro- 
scopy) or by the *methods of thermal analysis. The latter -methods imply that the 
physical property z5ch is measured represents all of the phase changes of the system. 
This property must be chosen so that the transformation is unambiguously repro- 
duced, and should not be a summation of multiple phase changes which may take 
place in a parallel manner during the progress of a transformation. 

Fig_ 2-L Typical experimental DTA tune_ 

Figure 2-I shows a typical case of the superposition of DTA curve peaks; 
curve 1 represents the decomposition of caIcium oxaiate and the oxidation of the 
released carbon monoxide. Only the decomposition is seen in inert atmospheres 
(dashed lint).). 

The sturdy of an equilibrium system utiIizes two basic approaches, namely: 
(a) static methods and (6) dynamic methods. In static methods, equilibrium is 
es”SSshed at a certain temperature as indicated by a constant value of the measured 
physicaI property in a sufi?ciently large time interval. In dynamic methods, the temper- 
ature is altered in a continuous way during the interval of a transformation and the 
instantaneous value of an appropriate parameter is recorded_ The static method 
guarantees virtual equiIibrium data, whereas dynamic methods involve various 
rrncertainties. If the rate of transformation is slower than the rate of heating, the 
mrwured data do not correspond to the correct equiiibrium states. Also, the pheno- 
men& of undercooiing and superheating may lead to incorrect determination of the 



temperatures of equilibria. Hence, the kinetic phenomena 

considered_ 

should be carefuily 

As a rule, the properties which are measured under dynamic conditions 
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represent len_mh, mass and enthalpy. It should be noted that the sensitivity of DTA 
methods is closely dependent on the heating rate. Some effects may disappear at very 
low heating rates as in the case of many ceramic materials while high heating rates for 
metallic materials have a simiIar consequence. 

The methods of thermal anaIysis are applicable to the determination of 
thermodynamic data which are necessary for the evaluation of equilibria. The above- 
mentioned uncertainty, however, remains as a limiting factor. The small mass of 

sample and the extension of the temperature region for a singfe measurement has put 
the dynamic technique into a leading position in comparison l-ith static methods. In 
order to measure the thermodynamic properties of materials, indirect methods are 

applied_ These methods are based upon the investigation of rapid quenching (drop 
calorimetry). In the case of reversible transitions, the technique of freezing a high 

temperature composition is unsuitable. Dynamic calorimetry, however, makes it 
possible to observe any type of process. 

2.2. c. rimeiric measurements 

22.1. Basic principles 
The basic thermal properties of a material are described by the dependence of its 

Fig. 2.2. Types of thermal be’lasior of matter; H, enthalpy; G. spcific heat; T, temperature. 
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enthalpy upon temperature: the recorded curve facilitates 

characteristic temperatures and enthalpy changes of phase 

Also, the specific heats of individual phases in the region of 
determined as well. 

the determination of 
transitions (Fig_ 2.2)_ 

their presence may be 

A huge number of different types of calorimeters have been described I. A 

simple calorimeter is made up of: a), a block; b), the sensing eIement; and c), tne 
jacket. The block contains the measuring system and the source or the heat sink whl,-.t 

makes it possible to generate or absorb heat in a well controlled manner. The sensing 

elements detect changes of temperature in the block, the jacket separates the block 
frcm the environment SC that the enthalpic changes of the system become thermally 

isolated_ In a twin calorimeter the difference of thermal behavior of the two systems is 

recorded, i.e., with two blocks pIaced in one jacket. The blocks may be located i.1 a 

joint cavity or in separated holes of the jacket; the latter arrangement prxiudes heat 

exchange between the blocks_ The process takes place in one of the two blocks while 
the other one with known thermal properties represents the reference. The jacket of 

the calorimeter may be kept at constant temperature which implies an uisoperibol” 

calorimeter. When the jacket is made time-dependent, the calorimeter becomes a 
nonstationary LscanningW t_ype. 

The measurement of enthalpy is realized in two ways: a) adiabatically, or 

b) diathermalIy_ in an adiabatic system the block is then-mthy isolated from the 

jacket and the temperature changes of the block are measured during the reaction. In 

a diathermal system, heat exchange takes place between the block and the jacket and 

the heat ffux is measured while the temperature of the system is an independent 

variable. This system is the basis of the scanning instrument and invoIves certain 

ad\-antaes such as a simple experimental arrangement and the smali. amount of 

sample. The measurement of heat flux is possible in two ways, as shown in Fig. 2.3_ 

The jacket, which is the source of heat, is kept at temperature r,, and the system 

which is being measured (with thermal capacity C,,s has the temperature T,_ The 

Fig- 23. Schematic diagram of a caIorimeter. 
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heat flux, dq/dt, from the jacket to the system (block;sample) depends upon the 

thermal resistivity, R, along the path of heat transport. The heat flux may be de- 
termined either by recordin g temperature differences of the gradient on the thermal 
resistivity or by tire measurement of the extra power which is emitted from an internal 
heater. This extra heater is apphed to maintain a constant temperature gradient along 
the path of :hermal resistivity. 

The measure;nent of temperature differences is utilized in differentiaI dynamic 
calorimetry (DDC), whereas differentia: scanning calorimetry (DSC) uses internal 
heaters Both methods are an extension of DTA. It is now necessary to determine the 
limits of the basic DTA method by a theoretical analysis of the DTA curve. 

2.2.2. T/reory of dtjJerenntial rhcnnal atta@sis 

There are numerous books dealing with the theoretical background of DTA, 
such as Gam’, SchuItze3, Wendlandt’, and Berg6, Pilojan7, Smothers and Chiang*, 

as well as review articles by Perron and Mathieu’, Se&k and Berggrenq, Bohon”, 
GHumann and Oswald’ ‘, Lugscheider’ ‘, Heide’ 3, Berggren’&, etc. From the 
viewpoint of different approaches, they can be divided into two groups: 

(a) Those assuming homogeneous distribution oftemperature in both the sample 
and the reference, based on the work of Void * ‘, Kerr and KuIpi6, Borchardt and 
Daniels’ ‘, Kessis Is, Proks 19, Adam and Mtii!er”, and others. 

(b) Those assuming the propagation of heat through both the sampfe and the 

reference, based on work of Boersma’*, SmythZ2, SouiCt3, EriksonZJ, Lukaszewski2’, 
Berg and Egunov26, Deeg” and others. 

The second group is, in principle, the most rehable but unfortunately, the 
mathematical difficulties do not pemrit the inc!usion of all of the experimentaI factors 

infIuencing the measurement_ SimpIifying assumptions must be made with the rest& 
that the theory can describe only the most simple case. 

2.2.2.1. Homogeneom iettzperarure disrriburion. The condition of homogeneous 
temperature distribution throughout both the sample and the reference can be 
achieved by studying Iiquids, as shown in Fig. 2.4. This system was first dealt with by 
Borchardt and Danie!si7 and later extended by BIum~berg28-2g ibr the heterogeneous 

reaction of silica glass with hydrofluoric acid. The sample and reference are placed in 

a thermostat of large thermal capacity, the temperature of which (r,) rises Iinearly 
with time: stirring guarantees a homogeneous temperature distribution throughout 
the liquids (bath. sample and reference of temperatures T3, Tl and T2, respectively). 

in Borchardt and Daniels‘ theory’ ’ there are additional simpliiying assump 

tions, such as: 

a) Heat is transferred only by conduction. 



Fi_o- 2-4 Borchardt’s apparatus; printSpIe and temperature distribution curve- 

b) Specific heat of the sample and the reference are equal as well as the coefficients 
of heat transfer (impedances R-s respectively) between the sample and the bath and 

betkseen the reference and the ba’ih. 

c) Specific heats and coefficients of heat transfer are constant as well as the 

,enthalpy change during the process investigated (temperature independent). 

d) There is no heat exchange between the sampIe and the reference. 

For an ideal case, 3 direct proportionality can be derived between the heat of 
reaction, AH, and the total area under the DTA peak, A, by AH = A/a, where a is the 
thermal dif%sivity (for a = aQmpIc =arcfcrcnce)_ X more seenera solution was given by 

Adam and Miiller’” and later by Kessis’S. The advantage of this method is its 
capability to explain the shape of a DTA curve for invariant processes (phase transi- 

tions of 1st order) assuming a difference in the heat capacity and conductivity of tk 

sample and reference (see Fi,. 0 2~5) The thermostat is 3 metal block of large ther;llal 

Fig. 2.5. A DTA block diagram with homogeneous temperature distribution in both specimens. 
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capacity with a homogeneous temperature distribution ( T3) which varies linearly with 

time. Two cells, containing the sampIe and the reference of thermal capacities C,: and 

Cpz, and corresponding temperatures, T, and T,. respectively. are located within the 
block. Defining the heat exchange between the block and the sample by the coefficient 
K, , the block and the reference by Kz, and the reference and the sample by X-, and 
assuming all coefficients are temperature independent, the equations for heat 

tnnsport are: 

c dG 
- = K,(T,-TX)+-k(T2-TTIj+$ 

” dt 
(2-l) 

C 
d7” 
- = K1(T,-T,)tk(T, -T2) 

” dt 
(2.2) 

where $ (= dAH;‘dt) is the rate of beat generation or absorption in the reacting 
system On introducing 

0, = C,,/K, , 8, = CpJKt , 32, = k/K, and X, = k/K, (2.3) 

Equations (2-I) and (2.2) can be rewritten as 

e dT, 
57 

+(1+~l)Tl-XlT2=T,+$ 
1 

(2.4) 

ard 

As a first approach, it can be assumed that no heat exchange takes pIace between the 

sample and the reference (k = 0) and that the temperature rise of the block is linear 

with time, TX = To -I- c$t (where 4 is the constant heating rate). The initial temperature 
of the block, T,, may be defined as equal to zero (T, = 0) so eqns. (2.4) and (2.5) 
change to 

If no heat effect is produced by the reacting system ($ = 0), eqns. (2.6: and (2.7) can 

be integrated using initial co-editions of T= 0 as T1 = T,, 1 and T, = Tez _ respectively, 

or 

Tl= Qt-#or+(Qor ;.T~i) exp (-t/O,) (2.8) 
and 

(2.9) 
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JYhese equations demonstrate that after the crossing period where the exponential 

terms are a factor, the temperature of both cells rises linearly with time, Iacting 

behind the temperature of the block by 40, for the sample, and by 40, for the 

reference_ This temtxrature difference, T, - TZ = AT, which represents the baseline 
in the DTA curve, will be horizontal (parallel with the time axis) because of 

A?-, = #(Ot--o,). (2.10) 

From the given model it becomes necessary to maintain a strictly constant 

heating rate, 4: in the case of parabolic heating (see section 4.1.2), AT, becomes a 
linear function of temperature. If an exothermic or endothermic process takes place 

from the instant z,, the AI curve returns back to the baseline by time I~. Sub- 

tracting eqns. (3.6) and (2.7) gives 

+*T-(8,-_B,)~ = 2- 
dt K, 

(2.11) 

where AT= 7-, - TZ and dAT/dr = (dT,/dr)-(dTJdr). The temperature difference in 

DTA is usually measured with regard to the baseline, so that 

AT, = AT-AT, = AT- $;!O,-- 0,) (2.12) 

where subscripts R and B mean reIative and basic, respectively. On combining 

eqns. (?.I!; and (2-12) 

8 dA& 
I dt 

At a corMant heating rate, dTJdr = 4, eqn. (2.13) reduces to 

(2.13) 

(2.14) 

Intepatin,a eqn. (2.14) within the time interval limits (from t, to t2) 

the following proportionality is obtained 

K,_-f=AH_ U-I6) 

The first term of eqn. (2.15) is zero while the second represents the area of the DTA 

peak. Therefore, the peak area is proportional to the enthalpy change in the sample 

investi_ated. 

For a particular analysis, a thermally invariant process can be chosen due to its 

relative simplicity_ In the case where the sample temperature remains constant during 
the process (first-order transition described by the kinetic equation of zero reaction 

r>rderj, an equation can be written for the sample temperature, 

T, = T,, = -cpo, (2.17) 
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and for the reference 

T, = --go,+Qr (2.18) 

hence AT, = Qt. (2.19) 

After the completion of the process, an exponentially shaped curve charac- 
terizes the return of the curve back to the baseline, as shown in Fig. 2.6. The height 

of the step It is directly proportional to the value of the heating rate 0, or 

ir=Qr (2.20) 

Fig. 2.6. Schematic representation of DTA peak for a first-order transition. 

where T is the duration of the process. The profile of the returning part of the DTA 
peak is given by the equation 

ATR = &exp 
-(i--s) 

[ 1 01 

The peak area can now be expressed in the above terms, or 

(2.21) 

A,+Az=A = g = +q%r2iq5T01 (2.22) 
1 

where eqns. (2.20) and (2-21) are empioyed. 

Many transformations are accompanied with a considerable change in the 

specific heat of the system, e.g. a change in 0, . In the case of an invariant process, the 

sample temperature will generally be T, = - ~$0, = constant (I3 = #t). Although the 
constant, Or, corresponds to the sample material before the process, a different value 

of the constant, 6;, will belong to the product after the process in complete. Hence, a 
different temperature difference, ATT will be created at the end of the process &use 

of tI,* # Or and a new baseline will be er,tablishej (see Fi.y_ 2.7). Thus 

AG = c$@, - 6;). (2-W 
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Fig. __ 3 7. Schematic reprsentation cf DTA peak for ;1 first-order transition accompanied by a change 
of hext czpacity of sxnpk 

If 0, is a constant, then accordin,o to eqn. (2.22), AH/K, = A r -i-AZ. DeIinin_e the new 

temperature difference, AT; in the relation to the new baseline, AT,*, then 

AT,* = AT-AT,* (2.24) 

The point where the height of the signal, AT:, decreases to the e- ‘-th portion of its 

value at the peak maximum, can be desigated as X. The distance, DE, in Fig. 2.7 

then represents the vaIue of OF_ Assuming O,*> 0, , the are;, under the returning part 

of the peak can then be expressed as: 

A; =GCOf = +d:‘-f-$ef(e,-of) 

= +7~, t~~(of-e,)+~o’:(e, -0;) (2.25a) 

indicatin_g 

Qr(Uf-0,) = A5 and #Of(OT-0,) = A, (2.25b) 

where 

Af = 457O,fAs--A, = At+A5-A6 (2.2%) 

which gives finally the reIationship 

AH/Kc; = A,i-AfiA,-AS. (2.25) 

This approach iliustrates how to evaluate a DTA peak if the base Iine varies. 

Kessis’ theory * * a&o considers the case where heat exchange occurs between 

the sample and the reference, which is very difficult to avoid in an ordinary DTA 

system_ It is shown that if K, = Kt = R and X, = X2 =z, the DTA baseline remains 

horizontal, or 

(2.26) 
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where ?? is the ratio between K and k (see eqn. (2.3)). Accordingly. the proportionality 

between the peak area and the system enthaIpy remains unchanged, as given by 

A= 
AH 

K(lQZ) 
(2.27) 

As can be anticipated, contact between the sample and the reference decreases the 
sensitivity and resolution of the DTA measurement_ The proportionality between A 

and AE-I remains unchanged even if X, f X2. 
Simiix conclusions were reached by Adam and MiilIer’“. They derived a 

method for the direct determination of specific heats and their temperature depen- 

dence from a DTA curve. For a constant heating rate 

dT, dT, 
--=-=~. 
dt dt 

(2.28) 

Assuming the equality of the heat transfer coefficients, K, = AIL = K, it is valid that 

(2.29 j 

where CPZ is the specific heat of the reference. If C,, and K are known, then the AT 

measurement is helpful in determining the value of C, as a function of temperature, 

assuming that 

d&T dAT -=- 
$dt dT, 

In the case, dAT/dt 44, eqn. (2.29) simplifies to 

(2.30) 

(2.31) 

It should be emphasized that the above theories are applicable only for systems where 

the temperature distribution is homogeneous (i.e., in well-stirred liquid systems), or 

nearIy homogeneous. For heterogeneous systems, the calculated results may deviate 

by as much as an order of magnitude, as was shown by Allison3’. 

2.2.2.2. Temperature gradients in the sample body. In solid compacts a definite 

temperature gradient is created, as calculated by Smyth” (both specimens having 

identical thermal diffusivities, invariant process and infinite cylindrical geometry) 

and Tzusuki and Nagasawa3 I_ 

For a first order reaction, as shown in Fi g. 2.8, it can be seen that the tempera- 

ture distribution before and after the reaction (similarly to that in the reference) does 
not change much (identical paraboias). During the reaction, on the other hand the 

heat supplied is consumed by the heat absorption due to the endothermai effect. 
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Sample radius 

Fig. 5.8. Temperature distribution in a cylindrical solid sample during an endothermic processor. 

Assuming a temperature gradient in the reference, eqn. (2.1) can be changed to 

and also for the sample; eqn. (2.2) becomes 

--= *f 1 aT7 p 

a, at 

(2.32) 

(2.33) 

where Vz is calkd Laplace operator and can be expressed for Cartesian coordinates, as 

zLa’+ a2 
a2 ’ a$ ii2 

and for cj$indrical coordinates, as 
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Assuming that the thermal diffusivity a = a, = at, thei1 the function of the 

temperature difference, T( = T, - T,, measured between the centers of the sample 

and the referencej, can be obtained as 

I i3AT --- 
a 21 

(2.34) 

Integration of eqn. (2.34) with respect to times &-es (after Erickson’” and later 

Boersma ’ ‘) 

E (AT,-ATj)--K 
.-rb 

I 
V’ATdt = Q (2.35) 

a c r.s 

vlhere Q is the entire heat of the reaction per unit voIume (= AH/y)_ The first term 

on the ieft-hand side of eqn. (2.36) is evidently zero if the limits, subscripts a and b, 

are chosen before the beginning of the reaction and far after its compIetion, i.e., 

before and after the peak where AT, = AT, = 0. Integrating this equation over the 
volume V of the sample the peak area A is determined as 

.*rb 
A= 

J 
ATdr = BQ. (2.36) 

rr 

For a spherica cavity of the radius r. the value of B = r,$(6K), for a cyIindrica1 

cavity, B= r$(4K), and for a slab of the height, ho, B = 1:$(2K). Erickson’j has 

shown that for practical purposes in DTA, the temperature in the center of the sampie 

is equivaIent to that expected in an infinite cylinder (where d’ T/dz2 = 0) if the length 

of the sample is at least twice its diameter. It behaves as a sIab when :he diameter of 

the disk-like sample is st least four times its length. 

Melling et aL3’, investigated the influence of different physical parameters on 

the DTA peak shape by means of a computer. Their findings can be summarized here 
together with the previous mathematica1 resuIts21*24. For a sample placed in the 

cavity of a conductive block: 

(I) The area of the DTA peak is directly proportional to the heat of reaction 

and the mass of sample, but it is inversely proportional to the thermal conductivity of 

the sample material. It is dependent on the grain size and the packing of the sample. 

(2) The DTA peak area, for AT vs. T, is independent of the applied heating rate. 

(3) The reference peak temperature increases markedIy with decreasing 

conductivity and increasing density and specific heat, if the reference physical pro- 
perties remain constant for different sample properties. The sample peak temperature 

is, however, independent of conductivity but increases slightly with density and 

specific heat_ 

(4) Positioning of the thermocouples in the center of the sample (which has a 

small radius) does not affect the measured peak temperature but does influence the 

maximum differential temperature detectea- 

(5) With increasing sampIe radius, the pak area and the temperature difference 

is decreased resulting in distortion of the peak shape, as shown on a normahzed case 
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Fig. 2.8. Normalked DTA peak with regard to the temperature, T,, and height. AT,, occurring at the 
same point on the abscissa of the same magnitude to show the influence of varying sample radius32. 

in Fig_ 29_ Thus, samples of small radius are recommended for the determination of 

any reaction parameter. 
For a different DTA experimental arrangement, schematically shown in 

Fig. 2.10, the problem of heat transfer was discussed by Lukaszewski”. All of the 
probIems of ETA curves were discussed by Boersma2’, Smyth’“, Barrall and 

Rogers33, Barshad34, Jankovski3’, and de Jong36. 

:_ \- -. ._ :. .: _- 
close CoupCed Medzm Loose CcqAcd Free 

System Ccupling System Sysfem 

Fig. 2.10. Types of DTA sample and reference systemz?. 

The infiuence of different physical properties of the reference and the sample on 
tie general shape of tile DTA cume, based on the work of Carslaw and Jaeger3’, 
shows that the temperature I’,‘, at any radius r of an infinite cylinder of radius ro, 
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heated so t!lat the periphery temperature increases at aconstant heatingrate $, isgiven by 

7+(-t-+$]. (2.37) 

The temperature at the center, T,, WiTh regard to she temperature of the cylinder 
surface, T,, is expressed as 

T,= To+q5[‘_g(1-exp(-T))] (2.38) 

where T,, is the temperature at the beginning of heating_ Hence, the temperature 
difference, AT, between the centers of the sample and the reference becomes 

AT=F[;-$I-q[;exp(-f$-f)--$exp(-y)] (2.39) 

assuming no heat loss between the two materials. When I is larger, the second term on 
the right-hand side of eqn. (2.39) goes to zero, and 

AT=& ‘_’ 
[ 1 4 a2 a1 

(? 40) 

This equation was also derived by Pacor3’ to evaluate the sample diffusivity from the 

known AT deviation, the radius r,, , and the standard diffusivity az. He attempted to 
apply a modified eqn. (2.40) to the direct evaluation of AH. Unfortunately, this was 
app!icabIe oniy for the DuPont system, where the conductivity K is larger than IOm3, 
or 

(2.41) 

From the calibration of different DTA instruments with known compounds, 
Merzkanov et a1.39 recommended the equation, 

AH=C 
3.9 CJz A 

’ ri(l+2/Bi) 
+ o-3 !% 

c 4Z 
*- m 

for A = 
J 

WC: - T,,,,) dt, and Cat = r;/4(T,- T,), 
0 

and Biott numbeP3 

(2.42) 

where To, T,, T,, 7, are the temperatures of the surroundings, the sample cenrer, the 

sample holder (block) and the sample surface, respectively; AT. (= T,- T,) is the 
temperature difference actualIy measured by rhermocouples; AT,(r j is the temperature 

difference scanned from the DTA peak; and W is the total thermal effect measured 
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by the @en apparatus per unit volume. Despite the rather extensive measuring 
techniques, these direct methods of evaluation have not provided suffix-:ntIy accurate 
data, particulariy at temperatures above 4OOT. For temperatures above 6OO’C the 

decrease of DTA sensitivity is evident, but this can be corrected by the equation 

l/A = C,, +c;a T3+f(Q (2.43) 

where Cj3*s are constants and Tis the mean temperature_ Taking into account all of 

above phenomena, the best method of DTA peak evaluation is by means of calibration 
with known substances_ 

2.2-2.3. Calibrariun. In practice, the relationship between the DTA peak area and the 
change in the process enthaIpy is influenced not only by the thermal properties of the 
sampIe and reference but also by their geometrical configurations, size, temperature 

detection and heating rate, and at least eighteen other effective parameters. in 
addition, the thermal properties of powder compacts are dificult to define well 

enough owing to the inhomogeneity and particie-size distribution which infhtence the 
material density. Therefore, no theory could include ali these factors to correctly 
interpret the DTA curve. The only method to ensure good results is to calibrate the 
given apparatus with known substances even though such a calibration represents a 

rather difficult problem with respect to duplicating the precisely identical conditions 
for every experimental run. The proportionality factor in eqns. (2.16, 2.27, 2.36 and 
2.37) and its temperature .!epe;idence can be determined for a given apparatus and 
experimental condition as fc!;ows: 

(I) By comparison of the peak areas (A) with the reactions heats (AH) for a 

series of compounds in which the transitions take place within the temperature range 
desired9~~o*~‘. MeIting processes or solid-solid transitions are generally selected, as 

shown by Barshad34. Suitable compounds can be found in the work of Plato and 
GIasgow-L2, Hedvall et aLJ3, Wiedemann and van TetsAa, and others. A systematic 
error of calibration ~-as deaIt with by Sturm’89. 

(2) EIectricaIIy bv JouIe heat generated in the sampIe as reported by Kleite and 
Viehman45: Dosch*sa- and Svobada and Sest&k45s, the Iatter introducing a new 
system which permits a direct choice di‘ the heat amount regardless the temperature 
dependence of the internal heater resistivity. 

(3) Using the principIe of the measurement of the rate of temperature equili- 
bration after the reaction ceases From a Iinear plot of the logarithm of instantaneous 
temperature difference vs_ time. the apparent coefficient of heat transfer, K*, can be 
determined from the siope of the Iine. The caIibration constant is then found as a 
.multipIe of K* with the specific heat of the sample, C, (e.g. Bohon” and Berggren * ‘)_ 

(4) Application of an inte:-naI standard can also be used. MacAdiej‘, 
Wiedemanna7 and Tarkar et al. ‘* described the use of a standard either mixed with 

tie sampIe or the reference_ It is eisential, of course, that such a standard should not 
disturb the entire process investigated. 

(~3 Berg’s method 26*40 of caiibration in which the heats of phase transitions 
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TAjLE 2.2 

STANDARD SUBSTANCES USED FOR DTA CALIBRATION 

Compound Equilibrium ETAi onset ICTA4’ peak Ratio oj_AH Ratio of exp_ AH 

femperature Zemperarurc KemperaWre compourd ES_ AH camp. by D TAb 

from tables DTA exprs. D TA exprs. K,SO,‘from IX AHKzSOI 
rG&les from tables 

KNO, 
In 
Sn 
KCIOI 
A001 
sioz 

KzSDa 
K=CrOd 
Baco, 
SrCOl 

I27.7 
ISi 
231.9 

299.5 
430 
573 

583 

665 

810 
925 

128&S I35f6 

X54&6 159f6 

230&S 237-L6 

2905~6 30928 

424*7 433f7 

571 i-5 574f5 

5825~7 58Oi6 

66527 673-+6 

80858 819f8 

928f7 938f9 

- 
- 
- - 
1.69 1.7 io.01 
0.97 22sf0.112 
0.08 0.09i0.01 
1.0 :.04*0.14 
1.26 I.0 50.06 
233 228 i O-07 
242 227F0.15 

- 
- 

a AH K&O4 = I.93 kcaI/mol, as taken from Circ. US Nat. i3ur. Stand. No. 500 (1952). b Compiled 
from the average data reported in ref. 50 and by &M. SevBva and P. HoIba, Proc. 6th Czech. Con/. 

Xkrrnoi. AnaL 1973, SV$X, Bratislava, 1973, p. S79-S85. 

from multiple DTA curves may be calculated based on two runs; one with the original 

material and the second with the material dimted with an inert substance. 
During these calibrations, the requirements of the Committee on Standard- 

ization of ICTA4’ should be taken into account and the recommended standards in 

Table 2.2 should be used”9~50. In addition, a 411 by weight mixture of SiOz and 
K2S04 is recommended to evaluate the abihty of a given apparatus to resolve two 
thermal effects occuring about 10°C apart. Maximum sample size should not exceed 
300 mg. The Ai,O, should be calcined at 1200°C and stored over P,O, _ The heating 

Trianguiotion or height 

trmes vicfth al hail hergh? 

Fig. 2.1 I. Schematic representation of DTA peak area integration. 



372 

rates between 3-IO’Cjmin are most convenient with the operating conditions of each 
instrument employed in accordance with the instrument’s instruction manual. The 
different methods of peak area evaluation are schematically shown in Fig_ 2.1 I. 

Method (c) is of a use only in some “ideal V cases such as micro-DTA. 

2.2.3. Theory of dxerentiai dynamic caforimerrJ 
The differential dynamic caIorimetry (DDC) technique was deveIoped from 

DTA by repIacement of the temperature sensing thermocouple junction from inside 
of the specimen to its outer surface. Thus, only the changes in the system enthalpy are 
detected in contrast with “classical” DTA where the changes in the sampIe thermal 
ccnductivity are also determined. Therefore, the DDC arrangement has removed the 

Zerrors introduced by par&e-size effects, coalescence of particles, etc., as discussed by 

Boersma’ ‘_ The DDC technique. as first introduced by Schwiete and ZiegIersl and 
later Faktor and Hanks”, has proved to be useful for the measurement of enthalpic 
changes as Iow as I cal with a reported accuracy of i4 percent. The sampIe and the 
reference are piaced separately into two cells (sample-holders), usually provided with 
covers to Iimit unwanted convection currents (see Fi- a- 2.13 (d))_ The temperature is 
sensed on the cell-wall by a thermocouple junction in contact with the sampie holder 

waI1. The sensitivity of this arrangement, unfortunately. is Iess than that of DTA, 
particularuly at higher temperatures. 

The theoreticai description of DDC is based on the work of Faktor and 
Hanks”. Neglecting the heat exchange between the sample and the reference, the 
foliowing equation for enthaipy change can be written for each cell 

dH/dt = cf-- &, (2.44) 

where c/ is the heat fhtx along the direction from the furnace internal surface and & 
is the heat flux Iost by the thermocouple wires and their supports_ The enthaJDy 

increase for a system where no reaction occurs is proportional to the temperature 
change 

dH= C,dT (2.45) 

where C, is the average thermal capacity of the sampIe and its holder. Heat supply 

from the surrounding heater is carried out mainly by conduction and radiation and 

can be expressed by 

c dT - = K,(T,-_)+K2(T;S-_)-KK,(T-TT,) 
'dt 

and 

C d(T+AT) 
P dt 

+ @ = &iTr -T-A~+Kz(?;S-_(~$-~~)*)-~K,(~+~~-~T,) 

(2.47) 

for the reference and sample, respectively, assuming the same values of C,, K, , ~~ 
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and Kx for both cehs. The symbols employed are: T, = temperature of the furnace 
internal surface surrounding the specimens; Tb = temperature of cell bottom wall 

where temperature is detected; K, and K, = transmission coefficients for conduction 

and radiation, respectively; and K, = transmission coefficient for heat transport 

along thermocouples, and + = dAff/dr = production of heat. Combining eqns. (2.46) 

and (2.47), and neglecting higher T powers 

C dAT 
- f + = -(K,fK3+4KJ3)AT. 

’ df 
(2.48) 

Assuming the same baseline before and after the peak and AT= 0, integration of 

eqn. (2.44) yields 

*t 

I 

-r 
AH = - [(K, +K3)+4Kz T33 ATdr = (P+QT3) 

I 
ATdr. (2.49) 

.O .O 

For an invariant process (e.g., fusion or solidification of Cd meta15’) taking place in 

a narrow temperature interval, the expression (P-i- QT3) can be assumed as tempera- 
ture independent which introduces an error of about 5 percent. The sensitivity of the 
measurement, s, defined as the peak area per one calorie, is given by 

*I 

I ATdt 
3=>0 A 1 

AH =z= (K,tK,t4K,T:) 
(2.50) 

and is dependent on the mean temperature cf the DDC peak, T,_ 

ATI 

Fig. 2.12. Typical DDC curve. 

If the quantities, C,, K, , KL and KJ, change during a first-order process by 
6Ci, dK;, 6KG and SK< for the reference, and SC,, dK,, bK, and bA; for the 
sample, then eqn_ (2.48) changes to 

dAH --=$!, 
dr 

-[(K,tK,+6K;+6K;)i(4K,+46K;)T3-J AT- (2.51) 

-(bK,--K;)(T,---T)-(~Kz-cSbK;)(T~-?+)- 
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-(6K,--bK;)(T--T,)-((6C~--c,) $ - (C,--SC@ T. (2.52) 

After inte,gration 

Aii = -[(K* +i?Kl)+(K, +6K;)t(K,;~K;)4T3](A,;A,)- 
-~C(SK,--K;)(T,-TT)~(GK,--K~)(T~-_T~)- 
-@ii’,-SK;)(T-Tb)]dr- I&,-GCJdT- I(C,+K;)dAT (2.53) 

where A I and ri = are the areas to be determined, according to Fig. 2.12. In the case of 
no thermal effects, n 1 = 0 and ii z is equal to the sum of the last three integrals on the 
I ight-hand side of eqn_ (2.53). Accordingly (see Fig_ 2_12), 

AH= -[K,i6K;fK3f6K;+(K,f6K;)4T3] A, (2.54) 

It should be mentioned that most of the DTA systems commercially produced are 
designed as DDC systems. 

2.2.4. r/reory of dJ$erenrial scanning calorimetry 

The method of DSC, as previously discussed in Section 2.2.1, is based on 
compensation measurements of heat fluxes. This system was first introduced by 
Fvraud53-‘a for a twin caiorimeter, where the specimens were heated in such a way so -_ 
<as to ensure minimum temperature difference between the sample and the reference 
under a constant rate of temperature increase_ If an endothermic process takes place 
the maintenance of a zero temperature difference requires introduction of an increment 
of heat into the sample at a rate which balances the internal temperature consumption. 
This e::tra heating is then recorded as a function of time or temperature, respectively. 
Eyraud obtained the internal heating by passing an electric current through the sample 
which was mixed with graphite powder while Speros and Woodhouse” used a 
platinum wire heater inserted into the sample. A sensitivity of enthalpy measurement 
‘as low as 20.4 rel. percent has been reported with the DuPont and Perkin-Elmer 
instrumentss6. These instruments have been described by Baxter” (DuPont) and 
O’Neili and Gray5s-“o-6’ (Perkin-Elmer). 

The most instructive DSC theory seems to be that of Grays9 and David6* 
based on the conservation of enera and the linear dependence of heat flow to 
temperature gradients, which may explain classical DTA as well. Assuming the sampIe 
to have a uniform temperature, T, , total heat capacity (sample cell), Cp,, and 
surrounding temperature (the bath as a heat source), T’, then the thermal energy 
flow, dqldr, to or from the sample is controlled by a certain thermal resistance, R. The 
temperature difference between the sampIe and its surroundings gives rise to an 
equation referred to as Newton’s law (compare Fig. 2.3) 

dq G--T, -= 
dt R 

This is the thermal 
electrical resistance_ 

(2.55) 

analogy of Ohm’s Law for a potential difference across an 
During a thermal process, the heat generated by the sample is 
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positive and heat absorbed is negative, the rate of the latter is dh/dt_ The ener_q 

generated in the sample can either increase the sample temperature or be lost to the 

surroundings so the heat balance yields 

dh c d? dq ---= 
dt = ” dt dt 

c dT, T1-G -- 
*’ dt R 

(2.56) 

The maintenance of the condition of specimen temperature equality in energy 

per unit time which the sample absorbs from or provides to the sample-holder heater 
must be compensated for by a corresponding variation in the differential electrical 

power, being equivalent to the measured dq/dt_ Dsing eqn_ (2-56) together with the 

time derivative of eqn. (2.55), a basic DSC equation can be obtaineds9 relating the 

change in the sample enthalpy, dhjdr, to the DSC variable, dq,/dt 

dh 
-t cc,,-c,,)dT” - RC,,dzq dq 

dt= -dt dt dt2 
(2.5’7) 

The term, dh/dr, involves the sum of three terms: the tirst being the signal measured 

from the zero baseline; the second the baseline displacement due to heat capacity 

mismatch between the sample and the reference; and the third term is the slope of 
peak normal multiplied by a constant RCpI _ It can be seen that the area under the 
DSC peak is equal to the change in reaction enthalpy, Aq = - Ah, and that the value 

of an instrument empirical constant, R, is not required. The calibration is therefore 

not dependent on the temperature and a single point of calibration applies ov-er the 

whole range. By decreasing the value of R, the accuracy and sensitivity of the DSC 

apparatus is increased . 6* A thermallv invariant process illustrates the DSC curve of 
the type shown in Fig. 2-13. For the linear part, where the transition rate is time 

independent, the following equation is valid 

(2.58) 

Fig. 2.13. Schematic representation of DSC peak for a first-order transition”9. 
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The straight-line slope is then equal to the scanning rate divided by the thermal 
resistivity. The peak height will rise with the decreasing value of R, or 

dq 0 El!, =__t 4 
Z max = Rdt -‘I R"=- 

(2.59) 

The advantage of the DSC system may be best shown by comparing it with 

DTA using the same approach _ 59 Writing an equation equivalent to eqn. (2.56) but 

;for the standard cell (subscript 2) where dh/dl = 0, mutua1 substraction and rear- 

rangement gives 

dAT 
= ~T;R(C,,-CCP2)Q+RCpI-_ 

dt 
ww 

This assumes the --ame R for both specimens as we11 as a constant scanning rate, 

W,!dr = dT,;dt = ,3. 

The term, R dri/dr, is again the sum of three terms: the first is the temperature 
difTerence recorded; the second represents the baseline displacement from the zero 

signal level; and the third term is the slope of the curve at any point multiplied by a 

constant, RC,, _ This constant has the units of time and is in fact the thermal time 

]~j~_ xl& Comparison of DTA and DSC measurements and their significance (according to Gmys9)- 
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constant of the system; it is ;iery important_ It should be noted that the recorded 
signal, AT, is proportional to R for a given sample size while that of a DTA apparatus 
is designed to have R equal to zero at no signal. The requirements of high inherent 
sensitivity, which requires a large R, is therefore incompatible with the demand for 
fast response or high resolution which needs RC,, as smal1 as possible. It can be seen 

that the area under the DTA peak is only proportional to the change in reaction 

enthalpy, Rdh = ATdt, and thus the value of R and its temperature variation should 
bc established. 

The quantity, d/z/dt, is composed of three terms in both the DSC and DTA 
techniques and their meanings are illustrated in Fig. 2.14. The fundamental reason 
for the differences in DTA and DSC curves is that the DTA system is a temperature 
measuring device and ener_ey information is reached through secondary reIationships 
from the sample temperature variation. The DSC apparatus is an ener_gy measuring 
device where the sample temperature is monitored and maim ined equal to the 
program heating. It should be noted that the empirical constant, R, occurs only in the 
third term of the right-hand side of eqn. (2.57) in contrast to eqn. (260). It is possible 
to decrease the thermal time constant by reducin g R wit-:, It sacrificing sensitivity, 

which is the principal design objective for a differentia! zanning calorimeter, as 
demonstrated in Fig. 2.14 (for a sharp time independett t:an ‘tion, compare Fig. 2.13). 

In DSC experiments, the peak area is not changed on decreas ng R while in DTA, the 
peak area is reduced. The calibration of a DSC apparatus is usually accomphshcd by 
metaIs6’ and the average reported accuracy is about _; I rel. percent. 

-AT I R 

2 

I 

1 CD 

0 I 
; I I i 

t 

Fig. 2.15. Comparison of sensitiv3y of DTA and DSC methods (according to Grays9). 

The determination of the s,wcific heat of a sample is based on the second term 
on the right hand side of eqn. (2.57), 4s ihustrated in Fig. 2.16. The rate of heat-flow 

to the sampIe, of specific heat, C,, , and IWSS, nr 1 , is given by 

d4=mC dT 
dt ’ “dt’ (2.61) 



After the apparatus is cahbrated, the distance, y, is directly proportional to dq/dr in 

cal/sec_ Another method is to cahbrate the apparatus by a known material of given 
function, C, = f(T), instead of a sample_ For an arbitrary temperature, then 

and/or Ky’ = nz’ CL $ (2.62) 

lvhere K is the calibration constant, see Fig (2_16)_ On dividing the equations, we 

obtain 

(2.63) 

Fig. 2.16. Principle of specific heat determination. 

Using the entire DSC cun-e, the temperature dependence of C, in a given temperature 

internal may be established by the equation, C, = a+ bTt CT- 2_ According to 

0’NeiIs8, the accuracy of C,, determination is about to.3 rel. percent or better, 
which is close to that obtained by adiabatic calorimetry; however, the sampIe size 
and the workin time ale much Iess. The accuracy is dependent upon the temperature 
gradient%etween the sampIe a;ld its holder. For samples of high thermal conductivity 

Et can be as good as &O I rel. pe_rcent, while for samples of a poor conductivity 
[polymers), it may dec,mase to about +5 rel. percent. 

Commercially produced DSC instruments enabIe measurements to be made 
to a temperature of 600°C; for high temperature calorimetry, the instruments 
described by Speros and Woodhouse 55 (600-SOO°C) and NichoIson and FuIrath6’ 

(900-960°C) may be used_ Other examples of DSC utiiization are given in refer- 
enw65-68 
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2.3. Metzsurements of other rhermophysicat properties 

In addition to calorimetrically determined properties, other important quantities 

such as thermal expansion, compressibility, and vapor pressures are of considerable 
interest from the point of view of chemical thermodynamics. -Most of these properties 
are preferably determined by means of dynamic techniques. 

2.3.1. T/lermal e_xpansion 

The coefficient of the voiume thermal expansion is defined as69 

1 ar/ 
!xv=- r 

0 V* 07-P 

and the coefficient of Iinear expansion 

ix-‘1 (2.64) 

lx-‘1 r_ (2.65) 

where Vis the voiume and L is the Length. Both coefcients are usually approached as 

linear functions of temperature but the average values are cakufated in a given 
temperature intervaI, or 

1 AL &=--. 
L, AT 

(2.66) 

It can be shown that & = 3 ZiL_ For single crystals, zL depends on the crystallo- 
graphic direction; on!y cubic structures have a constant coefikient of thermal 
expansion in any direction_ For anisotropic materials, it is necessary to consider the 

expansions along aII three crystaIIographic axes. 
For the measurement of thermal expansion, five different methods may be 

empIoyed6g*70. The first three are based on the measurement of length changes of a 

rod by a detecting system such as a diaI gauge7’-73, combination of a telescope 
system with micrometer7s, interferometer75, and mirror reflection’*_ Other methods 
are based on the lattice constant measurement by X-ray diffraction76 and/or volume 

measurements of a known system containing the sample”, or directly from sample den- 

sity 78-79. Dynamic techniques are more common”, the theory of which is given by 

Reiss8 I. Some dilatometric measurements of organic glasses have also been made’ 2-84. 
The relationship between z and the other thermodynamic quantities was 

determined by Griin=isen8 5 and later simphfied by JZastabrooks6, as 

_--z-E c 

0 

C 
(xv = 

TX= av s 
=zy 

vJe* 
(2.67) 

and 

(2.68) 

where 7 is Griineisen’s constant to be caiculated on the basis of Debye’s model of a 

solid_ Within the temperature interval, T= O.2Qo, T= #o, the constant + may be 
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assumed to be temperature independent provided that Ou is the Debye temperature; 
C, is the heat capacity at the constant volume, K 

2_3_2_ Determination of the integral !zear of sorption 

Schreiber” has used the measurement of the heat of sorption for the de- 
termination of specific surface area of powders. For this xmeasuremrnt, the principle of 
DTA was found suitable’go. The constant ratio of the specific surface area and the 
inte_wal heat of sorption for a given system (adsorbate, adsorbent and temperature) is 

determined experimentally by means of calibration with a suitable material of known 
specific surface area. 

2.4. Direct investigation of equilibria 

For the study of equilibrium states it is possible to employ any property of the 
system if this property indicates unambiguously the change of phase composition. 
The enumeration of individual methods is not the aim of this section and hence only 

the mxt useful techniques and the typical methods of interpretation are included. The 
methods are classified according to the processes investigated. The same course of 

utilization of the individual techniques is faced in practice”_ 

2.4. I. SW& of condensed s_)-srems 

ffigh-remperarwe Microscopy is based on the direct observation of the creation 
and-/or disappearance of a particular phase in a system under dynamic temperature 
conditions**_ The best example is the classical method of the melting point deter- 
mination of organic substances” placed in a glass capillary tube inside a temperature 
controlled bath or block. An automatic apparatus was described by Muller and 
Zenchelski” and later by Furst and Shapiro 91 A survey of methods for the deter- _ 

mination of melting point and their comparison with other conventional techniques 
have been given92-99. Fo r specific purposes a polarizing microscope is necessary such 
as in the study of the transformations of NH,NO, (ref_ 96), cholesteryl esters of 
higher organic acids9*, or chemical reactions such as the dehydration of calcium 

sulphate dihydrate to the hemihydrate in presence of liquid water”‘. The change in 
intensity of transmitted light or light shaded by the sample body (optical dilatometry) 
may also be detected instrumentally’“‘-‘03. 

Dilatomerry has a wide use in the investigation of solid-solid transformations 
which iokxo9 arise from a rliscontinuity in the dilatometric cu ve, such as the a+jl 

transition in SiO, (ref. 1061, NT&NO3 (ref. 107), transitions in metallic whiskers’05, 
and ZrOz (ret IO9), as illustrated in Fig. 2_17a_ 

Phase transitions of the second order show up a break in the dilatometric curve, 

as shown in Fig. 2.17~. Other exampIes are in ferroelectric NaNOz (ref. 108), trans- 
polybutylene’ lo, ferritesr ’ I, and the determination of glass-transition temperature 
such as glassy selenium’ I4 and organic’ ” and inorganic glasses,’ ’ 5*11 6 (Fig. 2_17b)_ 
The study of chemical processes such as gypsum dehydration in an autoclave in the 
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Fig. 2.17. Typicai dilatometric cxxrves. a, modified first order transformation; b. glass transition; 
c. second order transition * ID_ 

presence of liquid water’ ’ ** ’ ’ ’ can also be determined. The use of volume diIato- 
meters has been given7 7-1 ls_ 
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Fig. 2.18. Thermomechanical analysis cuwe taken from ref. 122. 
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E.ruGor: Thermal AzzaIJ-sis is based on the measurement of the rate of release 
of inert radioactiv-e _~es previously incorporated into the solid’ x9-1z1 ; it is a very 

sensitive method for the detection of transformation temperatures, such as the Fe,O, 

czdcination’ ’ 9 and solid state reactions in the systems120** 21 BaCO, +X0,, 

CaO t Fe20s, KCI-CaCI, and CaSO,-BaSO, _ 

Themomechnicai Atza2y.G provides a useful measurement of the mechanical 

changes which occur within a materiai as a function of temperature by the probe tip 

penetration of the sample, etc. Besides the determination of phase transition and 

softening temperatures, a number of other important phenomena such as compression 

and tensile moduIus or expansion coefficients may also be determined * 22. A typical 

curve is shown in Fig. 2.18. 

High Temperature X-ray Dzjiacrometry is a selective method for determining 

phase transitions, regions of phase thermal stability, reaction reversibility, etc. The 

d_ynamic mode utiIizes the measurement of a suitable diffraction line of the reacting 

phase which may disappear or appear (see Fi 8. 2.19). Some examples are the study of 
phase transition; in the CaSO,-H,O system * ” and the decomposition of NH,VO, 

(ref. 124). 

Fig_ 2.19. ExampIe of thermal X-ray analysis taken from ref. 123. 

The dependence of electrica1 conductivity on temperature is used to detect phase 

transitions in elecrrcrhernzal unaZysi.s_ AIthough similar to dilatometry, this method 
makes possible the use of very low heating rates and thus approaches equilibrium 

conditions. It is suitable for the study of transitions in one component systems such as 

CaO (ref. 125), KNbO, (ref. I26), LiNO, (ref. 127), NaNOa (ref. 127) and phe- 

nanthrene’28, as we11 as in two component systems ;uch as Li2SOS-Na2S04 

(ref. 129), Zr02-Ca0 (ref. 130), Ag,SO,CaSO, (ref. 13 I). Chemical reactions are 

also studied by this technique’ 3 ‘- ’ 33_ According to Bergstein ’ 34 the measurement of 
the dielectric constant as a iunction of temperature presents a possible and useful 

variation of this method, as for exampIe in the synthesis of ferroelectric mate- 
riaIs’3”‘36 (Fig. 2.20). 

Magneiic 27zermai Analysis is useful for Curie point determinations. An 
automatic ba.Iance is used to record magnetization (change of sampie weight in the 
magnetic field applied) against temperature. Typical curves for Ni, Fe,O, and 

Fe,C (ref. 137) are shown in Fig_ 2.21. Some solid-solid transformations may also be 

arzmpanied by a change of ferromagnetic behavior of a system, for example, the 
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Fig. 2.20. Diekctric thermal anaI_ysis (heating rate lO’C/min, frequency 1 MHz). A, reaction of 
equimolar mixture of BaCOx and TiO, (ref. 134) above the Curie temperature of 14aTi03 ; B. 
reaction of equimolar mixture of PbO and TiOz (ret 136) in comparison with DTA. The capacity 
maximum indicates the formation of PbTiOS. 

Fig. 221. Magnetic thermaf anaIysis taken from ref. 157. 

y-Fe203+a-Fe,03 transition137V138. This method is equally successful in studying 
more complex processes such as Fe304 formation’3g and carbide decomposi- 
fion140.141 

_ 

Direct Thermal Andysis provides the most classical method of thermal anaJysis. 
It is base6 on the detection of temperature against the’42 and is suitable for 
processes which proceed relatively fast in comparison with the selected heating rate. 



Two cases of TA curves are shown in Fig_ 2.22 for slow (silicates) and fast (metals) 
processes of meit crystallization. It is evident that for the case of a slow process, the 
TA method is not sensitive enou& to fo!!ow the process of crystallization. With a 
decreasing rate of heating (cooling) the sensitivity of the TA method is lowered due to 
heat transfer to the sample surroundings and thus, in most cases, it is necessary to 
find the optimum cooling rate with regard to the rate of the process investigated. 

The theory of this technique was first given by Whitexa3 and later by Smit’4s. 
For certain measurements, viz_ the determination of so!idus curves, the plots obtained 
under heating are more favorable”’ than those obtained under cooling. However, 
heat treatment at a temprature just below the equilibrium temperature of the transi- 
tion is often required_ Owing to the low temperature conductivity of some materials 
(such as oxides) a distinct temperature gradient is created which may distort the TA 
measurement_ Diminishing of sample load or decreasing the sample layer is of 
assistance in removing this effect_ This effect, together with consequent Iota! super- 
cooling, may result in curve hysteresis if we compare the cooling and the heating 
curves (see Fig. 2_23)_ Similar exprimenta! conditions must be fu!fi!!ed for the study 

I_--_ 

f f 

Fig. 222 (left). Direct thermaI anaIysis curves for a low rate (A), fast rate (B), and idealized processes 
(C 
Fig. t-23 (right). Therms! analysis hysteresis curve. 

of mu!tip!e-component systems. From a suitable series of cooling cumes, a nearly 
compiete phase diagram may be constructed, as is demonstrated in Fig. 2.24. The 
breaks on the curve indicate the temperatures of the phase transitions while the 
duration of time lags correspond to the size of the heat effects. From the curve breaks, 
the Iiquidus temperatures may also be obtained. Piotting of the length of each time 
Iag agzinst the composition makes it possible to find the eutectic composition and/or 
the solid-soiid transformation. 

The scanning of individual points from a TA curve may not be unambiguous, 
and a derivative curve may sometimes be very useh!. Such a DTA-like curve of the 
electronically generated derivative is demonstrated in Fig. 2.25 and is compared with 
the experimentally detected input signal of a normal TA curve. Utiiization of a sing!e 
thermocoup!e-sampIe system has some advantages over the ordinary DTA “twin” 
arrangement_ Despite the fact that the mathematical description seems to be simp!er 
than that for DTA, the theory has not been developed as yet. The use of this promising 
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Fig. 2.21. Constnxtion of binary phase diagram from thermal analysis measurements. 

Fig_ 2.25. Use of derivative curves in thermal analysis. 

method is delayed due to instrumental difficulties which permit, only for the time 
being, a heating rate that is not less than 12’C/min. A similar method was proposed 
by Sze and Meaden r9’ where the sample acts as its own reference. 

Dxfirentiai T&ermaI Analysis. Since most phase transitions are associated with 

a particular heat effect they can be preferably detected by means of DTA6”. The 
difhcuhy connected with the interpretation of the resuhs, as aheady discussed in 
preceding sections, is in the determination of the equihbrium temperature. if no 

temperature gradient is present in the sampIe, the sharp edge of the peak is, in this 



Fig. L26_ PrincipIe of DTA measurement; TX, T2, TJ am the sample, standard, and block tempcra- 
tufts, rcsp#tivcIy. 
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Fig 227, Empirical evahation of Tr for a reaction. 
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desirabie and highly idealized case, identified with the equilibrium temperature of an 

invariant process (Fig. 2.26) For solid-state systems the temperature gradient distorts 

the DTA peak and due to superheating or undercooling, the whole curve may be 
shifted. In such cases, the edge temperature of the DTA peak is not the true equili- 

brium temperature. in order to overcome these difficulties different methods have been 

sug_mted such as calibration, cakxlation of this difference from characteristic 
quantities ’ J5 and/or use of different geometrical constructions to analyze the DTA 
peak. However, none of these methods is completeIy satisfactory. Keavney and 

Eberlin * 46 approached the process temperature determination by drawing a secant 
Line through the points of departure from the baseline, inflection point, and the top of 
the Peak (see Fig. 2.27)_ Perron et al. ’ ” determined this temperature at the point of 

inter;cc&n of ;le baseline with the tangent put through the inflection point, which is 

in accordance -.-.+th the recommenlfations of the I.C.T.A. Standardization Committee_ 
Hru’;$ i 5o has successfuhy applied tire tangent method to evaluate the giass-forming 

tendency * 67 of semiconducting glasses by comparing their DTA peaks of trans- 
formation, crystallization and melting, as shown in Fig_ 2.28. 

. Tg 
n Tr 

o Tm 

‘-iA I 

!OO 200 300 400 500 :“cl 

TEMPERA TU2E -* 

Fig_ 2.25. DTA, taken from ref. 150, of glassy &=Te3, pure and mixtures with silica; bulk samples of 
I g in sealed quartz ampoules_ According to Hrub$x50 the gIass-forming tendency is given by ratio 
(r,- T;)!(7-- T,) where T,. Tc and T, are the temperatures of glass transition, crystallization End 
melting. respectively. 
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The tendency to decrease the temperature gradient in the sample suggests the 
use of DDC or even GSC, or at least to greatly decrease the sample mass. This latter 
method was succcssfuIIy used by Mazieres ’ “-’ 59 who employed the thermocouple 
junction directIy as a micro sample hoIder_ The sample mass inside such a temperature 
sensing eIement was as low as 1 p,_ 0 Unfortunately, one of the problems encountered 
was how to cIean the tiny sampIe container and also how to weight the sampIe. The 
theory of micro-DTA with a sandwich-type sampie was recently given by Akiyama193. 
Errors arising from superheating are Iess frequently encountered than those caused by 
undercooking and hence heating rather than cooling curves are recommended * ’ ’ to 
investigate equiIibria in condensed s>-stems. The interpretation of such DTA curves is 
shown in Fig. 2.29; for detaiis see WunderIich 19’ For the determination of equili- _ 

A 8 

Fig. 2.29 (left). Construction of binary pbse diagrams from DTA heating CUI-V~S~~~. 

Fig. 2.30 (right). Evaluation of equilibrium temperature from heating and cooling curves. 

brium temperatures of reversible reactions, it is convenient to study the process 
during both cooling and heatin g. The equilibrium temperature is then represented as 
a mean value from both measurements (see Fig. 2.30), as shown by PGyhSnen and 
Mansikka’5’. This method provides only approximate data because the under- 
cooling and respective superheating may prevaii during only one of these temperature 
modes. The advantages of 1Maziere’s and PGyhGnen-Mansikka’s methods together 
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with the removal of nucleation processes are employed in the periodic thermal 

analysis technique described by Proks ’ 53** 55. It is based on Ordway’s work ’ ” who 
first employed the thermocoupIe junction directly as a sample-holder, a temperature 
sensing element, and a high-frequency heater (it is sometimes combined with the 
direct observation of the sample by means of high-temperature miiroscopy). If the 
system which is composed of liquid and soiid phases is considered at the equilibrium 
temperature, T,*, and if the temperature oscillates by a certain small difference, AT, 
from T’,, then, provided the periods are short enough, none of these phases disappears 
comple:eIy. Under such conditions, nucleation, superheating, and undercooling 

T 0 I- f 
Tt 0 l- f 

Fig. 2.3 I _ Typical curves for periodic therma anaIy-sisxs4. 

phenomena are not present to any extent. In addition, owing to the smah sample mass 
there is onIy a smaI1 temperature gradient between the temperature measured and the 
actua1 temperature in the sample and the equilibrium temperature falls within the 
maximum and minimum sample temperature range. The thermocoupie junction is 
heated by a high-frequency current modulated by a low-frequency component of a 
suitable time period (preferabIy simple sinusoidal signa with l-10 Hz frequency). A 
coupled oscilloscope serves to register the dependence of T, as shown by the equation 

-dT/dt = fi (r) (2.69) 

The temperature-dependent signai may Iead to the vertical oscihoscope input against 
a suitable time base, or 

T= f2 (I) <5.70) 

as shown in Fig. 2.31. The osciIIogram is circular only in the case where no processes 
occur in the thermocouple junction. During fusion and solidification Irocesses the 
circie is deformed in parts where melting and crystallization take piace. 

The advantage of dzxerential scanning caforinzerry over DTA is the better 
reproducibility of the temperature measurement of phase transformations. The 
simpIest case, utifized by Gray” and David”’ (section 2.2.4), is the assumption that 
the samp!e and the sample holder have much higher thermal conductivities than the 
interfacial region so that the temperature ,eradient is confined to the Iatter region. 
Due to the small ratio of sample mass to that of the holder, thermal effects taking 
place in the sampIe do not perturb the sample-holder ’ 56*1 “. A number of other 
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Fig 2.32 Efkt of rrndercooling on the shape of the TA and the DSC curves (according to FIynn * ‘3. 

mode1 cases have been assumed; for example, according to Flynn ’ 56, idealized 
temperz:_.re vs time and dq/df vs time curves, as shown in Fig. 2.32, where T, , T’ 

and Teq are the temperatures of the sample, its hoIder and the sample fusion 

respectively, under a constant heating rate, q5_ If partial or complete supercooling 
takes pIace, as in the middIe and lower curve of Fi g. 2.32, there appears a sudden 

jump in dq,l’dt, followed by the usual decay. AI1 of these idealized curves approximately 
duplicate curves obtained by DSC for the cooling (and heating) of pure elements and 
compounds_ Accordin 7 to FIynn ! 5 6, the extrapolated onset temperature, TO, is 

related to the actua1 temperature, Tc,, by the equation 

To = Tc~iQ(Tr+5xi7~) (2.71) 

where rT is the temperature programming constant, rX is the differentia1 power time 

constant and rs (= C,,m,- Cim’)/K’A’) is the time decay constant proportional to 
interfacial conductivity K’ between the sampIe (I) and its holder (‘)_ SymboIs C,, ~TZ 

and ci, are the specific heat, the mass, and the heating rate, respectively, and A’ is the 
contact area between the sample and its holder. The precision of the tt.__,~~ture 

calibration is reported to be dependent on the experimental reproducibility of the 

interfaciaI time constant, r,, since the instrumenta time constants, rr and rx, do not 
change_ For a calorimetric measurement, the dependence of dq/dt vs. z is recorded; 

for a temperature determination, a pIot of dqfdt vs_ T is preferable. The recorded 

difference is illustrated for the melting of zinc in Fig. 2.33. 
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Fig. 2.33 (left). DSC curves for a first order transition retated to time (f) or temperature (T). 

Fig. 2.34 (right). DSC curve for a glass transition. 

This method is suitable for the determination of transition of metastable 
(frozen in) modifications such as in metastable glutaronitrile at 233#, the existence 
of which was determined* “. Well defined applicability is found in the determination 
of the temperature of glass transformations’ 5g (see Fig. 2.34) and other second order 
transitions_ Another use may be shown by order-mesophase transitions of some 
organic compounds interpreted on C,-T diagrams 1 “. 

Permeabiiity thermal analysis, which was introduced by Komrskaxg ’ to follow 
sintering processes, is also suitab!c to study the thermal decomposition of solids. The 
principle of this method is the cJntinua1 gas-permeability measurement of a porous 
sample under its programmed hating. Since the sintering process is associated with 
the decreasing permeability, the dcyomposition exhibits a sudden increase of apparent 
permeability due to gas evolution. 

Although the combined methods hold some advantages, panicuiarly in a 

preliminary, analytical description of a sample. they are seldom of use in the 
specialized physico-chemicai investigations. Tine individual techniques require 
characteristic process determining experimental modes compatible only with the 
particular method. The combined methods may well serve for the first approach to an 
unknown system where the nature and the region of -ihe processes is to be defined. 
There has been no attempt made here to give :L complete enumeration of a11 ‘of the 
methods and their applicabiiity, but it should be pointed out that methods such as 
high-temperature reflectance spectrsmetry and/or spectrophotometry etc., are aiso of 
great value. 

2.4.2 Metllods for the study of solid-gas equilibria 

As typical cases, the following processes, A,,, e A,,, and/or AB,,, * A(,, + B!,, 
will be considered. According to the phase ruie, two phases in a one component 
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system and three phases in a two component system are invariant. In pure condensed 
systems (section 24.1) the influence of pressure is negIected_ However, if ,oases 
participate in the process the equilibrium temperature becomes very sensitive to 
pressure and hence the pressure cannot be neglected. The pressure-temperature 
relationship involving the vaporization of pure solids cannot be determined by visual 
observations and evoIved gas techniques arc usefu !. The quality of equilibrium data 

measured depends on the methods described in section 2.4.1, on the accuracy and the 
correctness of the temperature detection, and also on securing the constancy of 

defined pressure conditions on the solid-gas interface. The assertion of a predefined 
pressure to be held constant durin g a reaction has some experimental complications 
for DTA, DSC and TG, where a giv-en sample is surrounded by a static atmosphere or 
is in a gas stream. Such a dynamic atmosphere provides certain hydrodynamic 
conditions controlling the entire contact area between the gas and the reacting solid 
surface. A better defined pressure condition can be attained in flow systems’ ‘I where 
the _easeous product is analyzed to determine the propagation of the process. It is 
necessary to achieve minimum delay between the sensing temperature and the 
fractional decomposition. Correct temperature measurement also presents experimen- 
;a1 difIkuIties_ The requirement to have the temperature-sensing eIement directly in 
zhe system investigated, or more accurately, in the phase boundary where the process 
takes pIace, is almost unattainable part.icuIarIy in TG investigations. Such a tempera- 
ture _-diem may cause a substantial error. This may be removed by using two 
geometrically similar c&s, one as a sample-hoIder suspended from the thermobalance 
holder, and the other as a temperature sensing cell placed underneath the first one in a 
symmetrically heated chamber, as shown by %stikx62. In pure condensed systems, 
there is a shift in the transition temperature due to undercooling and superheating 
phenomena. For reversibIe processes, it is desirable to folIow the decomposition 
advance at an increasing temperature while in recombination processes it is better to 
detect it at a decreasing temperature_ The preferred method for this appears to be 
DTA’ 53-i 55 because during a process a constant number of phases is maintained. 

The DTA method was applied to the study of sublimation equilibria by Meyer 
et aI.‘63 for the systems: NH&I, NHjBr and FiHJ at atmospheric pressures. The 
temperatures, TcXP_ scanned from the DTA curves, (Fi g_ 2.35) are in a good agreement 
with the literature data for atmospheric pressure sublimation temperatures, Trio. They 
are compared in the foliowing tabIe: 

TABLE 2.3 

SUBLIhfATION 7E%fPERA-i-URES OBTAINED FROM DYNAMIC 
MEASUREMEM-S <T,,,,) AND STATIC EQUILIBRIUM ?cfEASUREMENTS (T,,d 

Subsrance 
- 

T c=p T 1%‘ 

NH,Cl 338.2 337.5 
NH,Br 3952 391.6 
WHJ 303.6 404.0 
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Fig. 2.35. Determination of subiimation temperatures from DTA cunxzs. 

Fig. 2.36. Effect of sample arrangement on the shape of a DTAx6’ curve (A), and evolved gas 
detection curve (F3). Upper part exhibits curxes for open sample pan; bottom curves for sample pan 
with pin hok 

By comparing the DTA resuhs for a series of difr’erent pressures, the dependence 
of the sublimation temperature on pressure can be estab!ished. There was a good 

agreement with the literature data obtained using the static method as reported by 

Smith and Calvert’64 for NHSCl. 
For investigations carried out by DSC, a pin-holed Iid placed on the top c-f the 

sampie holder is recommended so that the evolved gases can escape. The resuitinl: 
peaks are much sharper and thus the accuracy of temperature measurement is greatei-_ 
The curves for the dehydration of CuSO,-5Hz0 obtained under atmospheric 
pressure in an open sample-holder (a) and in a pin-holed lid (b) are compared in 

Fig. 2.36. The combination of calorimetric measurements with the simultaneous 
analysis of gaseous productsr6’ (see Fig. 2.36 dashed lines) is very useful. From a 
comparison of curve (a) and (b), it is ev-ident that the first peak corresponds to the 
internal transformation which does not involve the Ioss of water. These simultaneous 
techniques have been used aiso in combination with DT.4 in the BaCl,-H,O 
system’ 66_ For details, see SchuItze’6’_ 

The works of Wendlandt et aI.‘68*169, who used complementary measurements 
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of magnetic susceptibility, thermal conductivity, TG and LTA to study the deaquation 

of the cobah halide hydrate, and of Bergstein ct al. 135-13’*17o-171 who investigated 

solid-gas reactions in the spine1 and perowckite formation by DTA, TG, dilatometry, 

X-ray and thermoekctricaI measurement:, cran serve as examples of the successful 

application of the complex method of thermal analyses. As in the case of derivative 

curves in TA, a simiIar arrangement can be used for DTA (DDTA) and TG (DTG) 

measurements as u-elk In Fig. 2.37, TG and DTG curves for the reduction of 

ix-Fe203-H,O in hydrogen are shown. The increase in resolving power of the 

derivative curie electronically obtained against a weight loss curve is evident. 

a xi0 200 3w 4im 500 T'C 

IFig. 2.37. TypicaI TG and DTG curves. 

2.4.3. Metho& for the stu& of iiquickgas equilibria 

The normal boiling point is defined as the temperature at which the equilibrium 

vapor pressure is one atmosphere_ In an open system, the rate of such a liquid-vapor 

transition is controlIed by the rate at which the vapor is removed from the region of 

the liquid-vapor interface. The shape of a DTA and/or DSC curve is determined by 

Fig. 135. DSC curves for cvapcration of u;lter. Curve A, open sample pan; curve B. sample pan 
with pin hoIe_ 
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the rate of vaporization as a function of temperature which, in turn, is aKected by the 

rate at which the vapor is removed. The surface area of the liquid and the size of the 

orifice through which the vapor escapes to the surroundings are the irn?ortant 
factors. Because the liquid is enclosed in a rather deep container in ordinar; DTA 
experiments, the evaporation takes place cIose to the normal boiling point. At tL;s 
point the vapor is forced from the cavity under a positive pressure and thus a sharp 
peak is produced_ The best procedure for boiling point determinations is to use the 
DSC method provided that the sampie container limits the rate of vaporization. This 
again may be accomplished by using a sample pan containing a pin-hoIe in its cover. 
The vaporization peak of water under these conditions is shown in Fig. 2.38. The heat 
of vaporization at the boiIing point can also be obtained from the peak area but, for 
an accurate measurement, the correction for sample loss up to the point where the 
peak begins must be made. Paulik et al. i 72 used a microdistillation method for the 
boiling point determination where the weight Ioss versus temperature was recorded. 

Precise determination of melting and boiIing points has recently been discussed by 
Barra11’95. 

2.5. Cakuiaticn of the standard enrhalpy clzange of uhase transitions from 

phase diagrams 

The condition of two phases in equi!ibrium is expressed by the CIausius- 
Clapeyron equation (see Chapter I), or 

dP AH 

dT=FZ 
(2.72) 

The direct experimenta investigation of the dependence of the equilibrium pressure 
upon the temperature enables the calculation of AH and/or AV quantities_ In con- 
densed systems such a dependence can be established by DTA (fusion, modification 
transformation, etc.). If the quantity, AV, is determined at the same time using 
density (p) measurements of both phases (Vi = I/p,), then AH may be calculated 

provided that it is temperature independent in the narrow temperature interval. If 
Pr relates to temperature, T,, and P, to T,, then the integrated form of eqn. (2.72) is 

AH = AV(P,-Pd _ 
In C&/T,) 

(2.73) 

This method was successfully applied to determine the standard change of enthalpy 
for the transformations: cristoballite + quartz’ 73; solid-solid transformation of 
CsCl’ 75; and others (NH&l, NH,N03, Na,AlF,, CeO, , etc.)’ “. Pressures up to 
1500 at_m_ were employed. 

The enthaIpy change which accompanies first order transitions can aIso be 
determined from a binary phase diagram obtained by any TA method_ For a phase 

diagram where the components do not form a solid solution, the heat of fusion for 
individual components may be obtained from the course of the liquidus curve in the 
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vicinity of the fusion temperature of the pure component assuming ideal behavior of 
the liquid solution. On inie_mtion of eqn_ (1.X), under the assumption that the 
enthaIpy change is temperature independent 

In-r, = 
AH, 1 1 

-- --- . 
( 3 R T T 

(2.74) 

By plotting In _T_, versus I/T a straight line is obtained the siope of which gives 

AHrrtsion of component A. A series of such established data are reported by KeIIey’ 76. 

-4 typical example of the calculation may ‘be found in the work of Bowen I ” for the 
system, Na,SiO,-SiOz (incIuding determination of AS, = AH JTA)_ 

If the spe5fic heats of the pure Iiquid and solid components are known as a 

function of temperature, such as by the empirical equation 

C’=a+lT+cT-’ 

where a. L, and c are constants, the AH, may be expressed using the integrated tbrm 

of eqn. (I .33), or 

(?.75) 

The terms, TA and T, are the temperatures of fusion and of the system, respectively; 

AH, is the standard enthalpy change of fusion at the temperature TA ; and x, is the 

molar fraction cf the component A. PracticaI application, however, is attained on 

using some simpIif%ation such as TA- T-+0, Ab+O and Ac+O. A survey of the 

methods of AH caIcuIation is given by Adams and Cohen’ ‘s. 

In the case of sublimation or possibly some evaporation, the volume of the 

ccndensed phase may be negIected with respect to that of the vapor (AYg VJ_ 

Assuming ideal behavior of the gaseous phase, eqn. (2.72) becomes 

dinp AH 
-=-_ 

dT RT* 

Considering AH as temperature independent, the integration yields 

(2.76) 

AH 
Inp= -- f const, 

RL, 
G-77) 

.4 plot of T,, against p, or I/T,, against Inp estabIished experimentahy by DTA, 

DSC, TG, etc., provides the necessary data to caIcuIate AR which represents the mean 

value in the given temperature intervaI. 
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In accordance with the procedure of eqn. (2.75), known empirical dependence of 

the specific heat versus temperature may be assumed, or 

AH AC 
-Rlnp=--_lnT-$T+-+C,, 

T 21’ 

where CT8 is the integration constant. Upon rearrangement, 

c= -Rinpf3aInT+~T--~==~=,, 
2 2T2 T 

(2.78) 

(2.79) 

A plot of the left-hand side of eqn. (2.79) (z) against the reciprocal tempera ure, 
IjT, gives a straight Iine with a slope equal to the enthalpy change corresponding to 

the phase transition at the temperature of equilibrium. 
Many organic vapors, however, with different intermo!tiuIar and intramole- 

cular attractions may deviate considerably from the ideal gas behavior assumed by 
eqn. (2.76). Corrected equations have been proposed to calculate the change in 
volume (Y= (( I- P) T,‘I 55, where T, = T,/ T=filiE31= reduced temperature) and/or the 
vapor pressure function (log P = a-b/(ct r) w *h ere a, b and c are constants) and 
combined with the CIausius-Clapeyron equation, such as described by Morie et al. ’ “_ 

Similar relations may be used if sublimation is associated with a chemical 

reaction. From eqn. (1.54) it foIIows that 

=- (2.80) 

The process of A,,, Z$ B(,, f Ctsj, where the components A and C do not form a solid 
solution, is then described as 

c-r (2.81) 

As an example, the work of ,Markowitz and Boryta’80 on the sublimation equilibria 

of NHSCI, NHJ and NH,Br by DTA may be mentioned. It is known that ammonium 
halides are completeiy dissociated in the vapor phase (NH,X(,,,NH,,,, t HX,,,). 
AccordingIy, the vaporization of NH,CI repr-esents a dissociation process for which 

the standard free energy change can be readiIy computed from the experimental 
sublimation pressures, or 

AGdiss = -RTInK,= -RTIn(pNH3p,,)= -RTIn$ (2.82) 

where Prefers to the sublimation pressure Df amonium chloride CP = 2p,, = 2p,). 
Then 

-- 
dInA’, 23 In P AH,?,,, 

dT = dT 
C-z 2AKL 

RT2 RI’ - 
(2.83) 
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From a pfot of In P against (I/T) the slope, -AH&/_?, is obtained, where AH,“,,1 is 
the average vaIue of the enthalpy of subhmation over the temperature range covered. 
Simiiarly, Stone” ’ and later Ellis and Mortland”’ applied eqn. (2.82) to determine 
the reaction enthalpy of MgCO,,,,,h~gO,,,tCOZ(p) from the dependence of the 
temperature of magnesite decomposition on the partial pressure of carbon dioxide_ 
The accuracy of the rest&s obtained is of the same degree as the accuracy of the peak 
area measurement_ Analogous determinations for NiCO, and CaCO, were made by 
Buzdov’g3_ A variety of authors used this method for standard reaction enthaipy 
determinations such as for kaolinite”‘, BaCI,-2H,O (ref. 184), MgSO1-7Hz0 
(ref. 180, Mg(OH), (ref_ 189) and others’sS-188. 
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