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3. THEORY OF THE KINETICS AND MECHANISM OF 
NON-CATALYTIC HETEROGENEOUS PROCESSES 

3.1. Types of processes 

3. I. I. Classi$carion of processes 

The classification of non-cataIytic hetei-ogeneous processes is compkated and 

may r&kct rather different approaches - _ ’ 6 When a homogeneous system consists of 

only one phase to transform, the following types of processes may be distinguished, as 

shown in Table 3.1. A more complicated case arises for the type: A + B+C. Such a 

system may be limited to the case of only one solid initial phaseim3, as gi.ren for 

some typical examples in Table 3.2. If the initial system is composed of two phases, 
containing two reacting components, the resulting processes are described by 

equations of the type, A + B ---, C and/or At B + C + D (see TabIe 3.3). 

This classification of heterogeneous processes, which takes into account the 

number and state of the phases involved, gives little information about their physical 

nature- A more adequate classification can be deduced from the point of view of the 

mechanism of the processes’-6. The term “mechanism” describes the path along 
which the process advances, i.e., the progr-zssive succession of indivi (7 uaI intermediate 

states. 

TABLE 3.1 

CLASSIFiCATION OF PHASE TRANSFORMATIONS IN ONE COMPONENT 
SYSTEMS 

(m7crunt) A B (product) 

(liquid) L evaporation 
* G (pas) 

Golid) S polymorphic 
5 S (soli 1) 

transformation 

k=) G 

condensation 

> 
me’ting \ 

condensation 
L (liqzid) 



TABLE 3.2 

TYPES OF SOLID-STATE REACX-IOXS STARTISG WITH ONE SOLID PHASE 

Thermal or photochemical decompositions 
3AuCf i AuC13t2Au 
H&I, + H&H&& 

StL Incongruent melting 

S-?-G Thermal or photochemical decompositions 
CaCO~+CaOfCO, 
2AgN,+2Agt3Nz 

GiG Thermal decomposition and dissociation 
NH,CI + NHI, C HCI 

G+L MeItin_n rz-ith decomposition 

TABLE 3-3 

TYPES OF SOLID-%-ATE REACX-IOSS STARTING WITH -l7VO SOLID PHASES 

A+B+C Type examples 

S AIIoy formation 
Additive powder reactions 
2AglIfHgIt = AgzHgL 
MgOfA1203 = MgAll0~ 

L Melticg of binary eutectics 

G Sublimation of binary eutectics 

AfB+CfD 

sts 
Substitutional powder reaction 

CW, f .-%Ck, - CuC&,) f Ag,., 

S+G 

SiL 

BaCOJc,,+ Fe203(,) --f BaFeKk., + C&W 

Crystallization in binary system (except eutectic or p&teCtiC com- 
positions) 

In the classitication of non-catalytic heterqeneous processes from this viewv- 
point, two groups are generally considered: 

1) Processes associated with the creation of a phase-boundary (actual formation 
of a heterogeneous system). 

2) Processes proceeding entirely 51 a heterogeneous system (motion of a 
phase-boundary). 
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The heterogeneous reaction occurs on the phase-boundary and the overall process 
involves at Ieast three different steps: 

1) Transport of the reactants to the phase-boundary. 

2) Reaction at the phase-boundat--, i.e., the formation of a new phase and 
accomodation of atoms into the growing lattice. 

3) Transport of the products away from the phase-boundary. 

These principles are reflected in the more detailed scheme shown in Fig. 3.4. 
In this description, only a single particle of the reacting system is considered. 

In the case of two reacting substances, a v*ery fine continuous phase of a second 

substance surrounding the particle of the first one may be assumed and thus a similar 
model can be constructed. 

3.1.2. Approach IO rhe study of processes 
The first step is to define the rate of the process, r. in homogeneous systems;-’ 

the rate of a reaction is defined as the number of moles, “i, of the initial substance 

reacting in the volume, 17, per unit of time, I, or 

r=lxd”‘_ 
V dt 

For heterogeneous systems the rate of a process is given by the equation 

(3-1) 

where V, is the volume of the product in time r and Y, is the final product lr-‘-Vme 
attained at the end of the reaction_ The ratio 

z= v,,W, (3.2) 

is called thefraction decomposed (or fractional conversion or degree of reaction) and 

falls into the normalized range of 0 tc 1. The rate of the process is a function of para- 
meters ar;;ribing the conditions of the process studied: the goal of kinetics is to find 
an analytical expression for it. 

In general, when isotherma conditions are assumed, the kinetic equation has 
the form 

dr/dt = k(2-) x f(r) (3.3) 

where k(T) is the specific reaction rate and depends on temperature. Integrating 
eqn. (3.3) gives 

-a 

I 
dz/f(g) = g(z) = i;‘(T) x r (3.4) 

.O 
d$f(z)=g(r)=k’(?-)xr (3.4) 

or in explicit form as 

z = k”(T) x h(z) 

where ,g atid z? are functions dependin g on the mechanism of the process_ 



When studying heterogeneous processes different approaches may be used. If 
an engineering exploitation of the process under certain conditions is the main 
purpose of the study, a formal description of the kinetics is sufficient. Using this 
formal description, f(z) in eqn. (3.3) has an analytical form describing the observed 

experimental data with a sufficient accuracy. Such an approach is usually based on a 

stoichiometric description of the process. The formal kinetic equation holds only for 
the conditions investigated and any extrapolation of it is speculative. A detailed 
investigation of the mechanism of the process Ieads to a kinetic equation that permits 
a broader prediction of both the rate of the process and the optima1 conditions of the 
process realization_ In this case, the function, f(z). in eqn. (3.3) is determined for a 
particular model which describes the phenomena investigated as close as possible. 
The selection of such a model requires a detailed investigation of the path of the 
process from the macroscopic down to molecular dimensions_ The deduction of the 

mechanism and the kinetics of a process is not easy and requires a complex experi- 
mental approach. 

3.1 4ctirared stare concepr 

It follows from the second law of thermodynamics that every isolated system 
will approach an equilibrium state the properties of which are independent of time. 
It is required that such a reaction rate must be positive in the direction along the 

decrement of the system free ener,oy and must reach a zero value at the instant of an 

equilibrium_ However, thermodynamics is unable to say anything about the ti.ne 

required to attain equilibrium, the time-behavior of a system, or the configuration of 
a system during the period of change. A unified theory making it possible to describe 
processes close to their equilibrium state can be based on the thermodynamics of 
irreversible processes using the classical equilibrium picture as a limiting condition. 
However, the application of this ts a reIativeIy complex heterogeneous reactions has 

not been developed as yet. These probIems are in the domain of chemical kinetics 

Energy 

t 

ActiPated 

comp!er (A”) 
i 

Acfivaf;On free enthalpy 
relafed to A 

3ri-mq force 

< Find state(B) .r-___ 
(product) 

Peac!ion 
coordinate 

Fig_ 3-I. Energetic barrier for a prccess. 
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which is dire&y concerned with the description of a system under transition, the 
properties of which are varying with time. 

One of the most productive theories ir, modem chemical kinetics is the 

transition-state theory’ which assumes that one of the intermediate states (the 

transition state) is a quasi-equilibrium state having a unique value of thermo- 
dynamic functions. This approach has led to establishing the unified theory of the 
rates ol’ reactions based on the work of Eyring’ and Polanyi’. The necessary cotidition 
for an atom (or molecule) t 3 undergo a change is sufficient thermal ener_gy to surmount 

the energy barrier which Jivides the initial and the final states (see Fig- 3.1). The 
important assumption is made as to the concentration of atoms in the activated state 
which are in equilibrium with the reactants. The overall reaction rate, r, is determined 
by the rate of the decomposition of the complexes, A*, to the products. Mathemati- 
caIly, this is written as 

IiT 
r = - = kf(c) 

hK* 
(3.5) 

where kT/lz is the Boltzman constant, f(c) is the function of reactant concentration 

and K* is a kind of an equilibrium constant to characterize the equilibrium between 
the concentration cf complexes and the reactants, out of the internal vibration 
coordinate that corresponds to passage across the barrier. On approximating 

-AGt = RTIn K*, the specific rate constant, k, in eqn. (3S), may be expressed as 

(3-6) 

where AGZ , AS: and Aliz are the free energy, entropy and entl-;ipy changes, 
respectively, associated with the activated complex formation. These quantities do not 

refer to the same kind of standard state for the complex as in an ordinary reaction, 
nevertheless, the use of these symbols ha; been of value in a closer understanding of 

the reaction kinetics. 

The experimental activation energy, E (dimension: cal!mole), is defined by the 
relationship 

E= RT”[d(ln k)/dq (3.7) 

The theoretical interpretation of this experimental quantity, E, can be found through 

the comparison. of eqns. (3.6) and (3.7) 

E = AH:+-RT. (3-S) 

Because of a small difference between the enthaipy and energy changes in condensed 
systems, L z AU: + RT, where AU: is the increase in the internal energy on forming 
the complex from the reactants. 

The preexponential factor, Z (dimension: set- ‘), can be expressed as 

2 = kTjh exp (ASaIR) = Y exp (ASZIR) (3.9 

where R is the gas constant and v is the vibration frequency_ It can be seen that the 
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reaction rate is not determined by the activation ener_gy only. If the compIex formation 
is accompanied by a large entropy increase the reaction rate is fast althouglr the 

value retarding the activation energy may be large aIso. Conversely, a decrease in the 
activation entropy can dominate the reaction rate despite the low value of the 
activation ener_q. 

A more detailed expression for the preexponentiai factor, 2, can be found 
from Zener’s theory’ ’ of diffusivity assumin g the validity of the Alhenius-type 
equation 

Z = /3& @kv exp [-(AS,+ AS,),!X] (3.10) 

where cl0 is the Iattice parameter, b is a geometrical constant relating a0 to the jump 
distance, + is a constant describing the random motions of defects, E is the trans- 

mission coefhcienr, r is the frequency, and AS, and AS, are the standard entropies of 
for,?ation and motion of the diffusing defect, respectively. Many theories have been 
advanced in order to give a true meaning to the preexponential constant, Z”*_ 
GeneraIIy, it incIudes many constants describing the initial state, geometry and pro- 
perties of the sample. UnfortunateIy. such equations are usuahy of little value in 
predicting reaction rates particularly for reactions involving solids. One of the 
earliest attempts to treat quantitativeIy the rate of surface reactions, e.g., evaporation 

and decomposition, was by Polanyi and Wigner *. but their results did not atways 
agree with experimental values. 

The application of statistical thermodynamics to the equilibrium constant, K*, 
can be expressed in terms of the partition functions of the reactants and the activated 

complex and hence, the experimental reaction rate is theoretically predictable 
through the equation 

(3.1 I) 

u-here Q* is the complete partition function for the activated complex excIuding that 
for the reaction coordinate: where Q is the compIete partition function for the 

reactant, E. is the pctential energy (i.e., ener_gy difference between the activated 
compiex ,Iateau and the reactants), and Z is the frequency factor. The complete 
partition function can be expressed by the partial partition functions 

where Lnsl.. A,,. and fYib_ are translational, rotational and vibrational partitic n 

*.ksuming an irreversible chemica1 process unaffected by transfers and geometricai factors in which 
each quantum of absorbed energy AE(>.S-~hr) reacted with one surfacia1 structural unit, Jerman 
(Colkcr_ C,-Pch. C‘hem. Commun., 1973, in press) derived the following equations. assuming a zero- 
order rate constant 

E= RTth;hv 
fog Z = 15.536 + log Tf 2 log (E/R - T) -log AM 

where .V* is the Avogadro -on;iant; h is the Plan& constz!: v is the frequency of oscillation 
(= lO*‘sec-‘); and .\I is the number of structural specirj ready to react at I mz of the crystal 
interface (= 5 X lots mS2). 



409 

functions, respectively, for *he mobile _groups of atoms. Mathematicaliy, the cai- 
culation of these functions is carried out for every characteristic lattice vibration given 

by the degrees of freedom, r, r and L’, of the molecule in the reactant and the complex. 
This was actually caIcuIated by Shannon’ for reactions of the type, Asolid-,Bsolid + C,,. 
and this procedure was shown in detail in the case of the first-order-like rate constant 
for the decomposition of CaCO,. It was shown that the value of 2 for this un- 

complicated case is usuaIIy one or two orders of magnitude of IO”_ Cordes” also 
attempted to extend the above treatment for bimolecular homogeneous-Iike reactions; 
he introduced the idea that the partition function for the moIecuIe in the solid state 
can be approached through the partition function for the gaseous state of the same 
energy (ne&ctin,o the subIimation ener,&), i.e., QwIid =f&sl_froc_ QWs. Special cases 
were distinguished as indicated by the different values4 of the preexponential factors. 
2 (Tabie 3.4): 

I) There is no change in degree of rotationa excitation bettveen the reactailts 
and the complex both having completely free rotation- 

2) ihe same as (I j but with completely restricted rotation. 

3) The complex has more free conditions than the reactants which may occur 

on a surface where the complex extends out of the surface giving a rotation parallel 
to the surface (Shannon‘s case). 

4) The reactants are assumed to have completely free rotation while that for the 

complex is highly restricted. 

5) The reactants are in equilibrium lvith a surface adsorbed layer. The adsorbed 

species on the surface react via the activated complex to ,oive products_ 
As can be seen. the empirica first-order preexponential factors may vary from 

TABLE 3-4 

SUMER.IC.AL SUMMARY OF THE PREEXPOSENTIAL FACTORS AT 400 K 
(ACCORDING TO CORDES”) 

Preexponenrial factor (set- ‘) 

Monomolecular Bimoiecdar 

A. 

B. 

Bulk decomposition throughout the solid 
case: 1 10’5 - 

2 10’5 10’” 
3 10’6 IO’S 
4 10” 10’0 

Surface decomposition (for 10 rnfl pdclcsj 
case: 1 10’ x 

2 10’ = lo*2 
3 10’2 lo’- 
4 10” lC6 
5 106 
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about IO6 to IO” set-‘. The low factors wouId indicate a surface reaction or, if not 

dependent on surface area, a u tight” compiex. The high factors would then mark a 

“loose” complex. 
It is extremeIs difficult to theoreticaIIy predict the vaIue of the activation 

ener=T as there is no direct correlation between the ordinary thermodynamic quantities 

and the height of ener_gy barrier. Evans and PoIanyi 1 3 attempted to give some 

correlations between the enthalpy change, AH, during a reaction and its activation 
ener_q, E. However, the real physical origin can be found in dealing with the activation 
ener>y which is connected with the diffusion mechanism. The most successful model’ ’ 
identifies E as the sum of the enthaIpy to form the defect, AH,, and the enthalpy for 

the defect to move, AH,, or E= AH,+4H,. Diffusion mechanisms for solid-state 

diffusion may fail into two broad classes: rotation and defect mechanisms. It is 

assumed that diffusion occurs by the mechanism that has the lowest activation in the 

particu&r structure. It has been calculated in the case of copper (see Table 3.5) that 

TABLE 3.5 

THEORETICALLY CALCZiLA-I-ED E FOR THE DIFFUSION MECHANISM IN 
COPPER 

Interstitiai ZOO (92-I 15) 
2-k-q rotation - 
king rotation 
Vacane 42 (21) 
Vacancy pair 37 (31) 

Experimental = 47 kcd/mole 

3 (s) 203 (97-l 20) 
240 2Xl 
90 90 
23 (24) 65 (a) 
9 (9) 4&%6 

the vacancy mechanism is to be prefemed for the Iowest value of E (according to 

BirchenaIIxa). Such considerations may be of actual help in the interpretation of 

activation ener,oy values, as for example, the theoretical approach made by Pahari 

and Basu”_ It is based on the idea that in the transition state certain existing bonds 
are breaking and a: the same time certain new bonds are forming; however,. it is 

apptied to homogeneous reactions onIy_ 

In most cases, however, the investigator is referred to an experimental study of 

reaction rates, such as the values of activation energy and the preexponential factor, 

determined by means of an empirical Arrhenius-type equation_ These quantities have 

a particular physical meaning only in the case of a known reaction mechanism, i.e., 
a knowiedge of the mode1 relation_ In the case of a heterogeneous process, two or 

more steps may be involved each of them having its own specific activation barrier. 

For tht consequent processes, where one of them has a reaction rate -it least one 

order of magnitu;je Iower, then this slower process serves as a rate determining 
impedance and becomes the rate-controlling process. 



in the case of comparable rates either for consecutive or paraI!el processes, the 
overall reaction rate is a complex function of individual mte determining steps. 

Hence, the observed value of E indicates the mutual balance of individual processes_ 
At any instant the value of the rate constant is the weighted mean of the individual 
constants_ If the contribution made by the individual events changes as the trans- 

formation proceeds. the value of k varies with the progress of the transformation or 

with an increase in temperature_ In the graphical representation of In k vs. (I/T), ii;: 
most desirable plot is a straight line, as shown in Fig_ 3.2. It can be seen from this 

Fig. 3.2 Typic4 Arrhenius plot. 

figure that the transition havin g a large activation ener_e is v-et-y sensitive to tempera- 
ture changes and that every reaction is more sensitive to temperature changes at 
comparatively lower temperatures. The preexponential factor does not contribute to 
the reaction sensitivity with the temperature; the influence of the term, T”(Otmt I), 

hidden in 2, is negligible_ 

3.3. Homogeneous-like descriplion of hererogerleous processes 

The macroscopical approach can be used in the case where the initial system 
can be &ken as homogeneous-like16-‘8; for example, the thermal de_gadation of 
polymers. The amount of reactants may be described in tzrns of the concentration 
(xJ and the equations of homogeneous kinetics may be employed. In many cases, 
multiple simultaneous processes are likely to occur, as briefly listed in Table 3.6. The 
symbols, -xi, signify concentrations and/or mole fractions, the profiles of which are 
illustrated in Fig. 3.3. The k symbols denote the overall rate constant and the symbol, 
K= k/k’, expresses the equilibrium constant which determines the final state of a 
rev-ersible reaction. 

In principle, the mathematical model of such a kinetic description may be 
assumed to be composed of M independent equations to fit uly physica3ly complex 
case ofj-components and i-kinetic relations, f(x). it can be abbreviated as: 

+/dt = : S&, f(+,, (3.12) 
i-1 
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TABLE 3.6 

TYPES OF SI?,lULTANEOUS REACTIONS (see Fig. 3.3) 

Simple reaction of n-th order 

kl 
n.4 e B - dx,;dr = h-f: 
ParaIM rextions 

B 

“I/’ 
A -d_r,‘dl= ::,s,fk,x, 

kz\, 
C 

Consecutive reactions 
k* k2 

A--+B---,C dr,~dr=k,_~,--k,s,=k,_~,,exp(--k,~)--k,x, 
Autocatatytic reactions 

kl 
A+B e 3B - d\-,:‘dt = k , s,xB = k I xA (xA, -I,) 
ReversibIe reactions 

A$B 
, 

d.r,,‘dr = k I xA - k 1 _rB = k 1 (xAo -x,J -k I x8 

1 

for j= I, 2, 3 ___ ‘14 and where Sji is the stoichiometric coefficient for component j_ 
The main difficulty in the direct use of eqn. (3.12) to find the quantity, kj, is in 
determining _r and finding the derivatives on the left-hand side of eqn. (3.9) accurately 
enough; this is usually carried out by application of a non-linear least-squares 
regression anaIysis. However. eqn. (3.12) may be integrated with respect to time 

(assuming Sji = I): 

-xc 

J 
a- -h 

dx =.x(r) = c ki 
0 i= I J f(X)i.i dZ = ~ ki Yi,ih 

10 i=l 
(3.13) 

for 12 = I 3 ) - --.) H (where H is the number of time intervals of x-scanning). If x(f) is 
known and -ri,i can be estimated, eqn. 3.13 becomes a set of linear equations for the 
rate constant, ki_ The system can now be solved by some discrete minimization 
techniques, for example, an iterative Ieast-squares methodig-” provided that the 
number of independent equations is not less than the number of rate constants_ When 

a large number of data points are available, the integration can be accomplished by 
numerical quadrature2’*‘2 using data points. In the case of a small number of data 
points, one has to resort to a special curve-fitting method called split function 

approximation seeking a function to have continuous derivatives and stepwise 
continuous second derivatives23_ Such an integrated solution to rate equations is 
generahy used in some form to extract information from a series of measurements in 
terms of a homogeneous-like kinetic model- Matrix methods have been found useful 

for integrating the differential equations using standard computer routines or by 
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Qverclf 

kmetic impedcnce 

is proportional 

ffme (t) 

Fig. 3.3. Typkal time dependenccs of concentration for reactants t.J) and products (B, Cl. 

means of Laplace transforms within a matrix formaiismt5*“. A similar routine has 

been applied to a simpIe composite case of the solid state reaction kineticsz6-“. 
Unfortunately. the above kinetics based on reaction stoichiomet~7*8 would be 

a rather simplifyin g description of a wide variety of heterogeneous processes. The 

expression for the amount of reacting material in ordinary terms of concentration or 
mole fraction is only formal because such a quantity may vary across the sampIe 
volume. Therefore, an appropriate description should usually be based on the 

physico-geometrical nature of heterogeneous processes regardIess of the chemical 
stoichiometry of reacting species. 

3.4. Physico-geometrical description of heter0ger;eou.s processes 

3-4. I_ Choice of an appropriate model 

For a description of the kinetics of phase transformation and solid state 

reactions numerous phenomenologica1 theories have been proposed based upon a 
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I Jnitial part;& I 

Fig, 3.4. Chssiiication of soIid-state processes_ 

certain mode1 simpIification 1-6~z8-3 I. The most important modeIs for a singIe 

reacting particle were previousIy given in Fig_ 3.4. The type of process must first be 

determined by the nature of the products; these may be: a) fiuid (gaseous or liquid); 

or b) solid- For the first case, the process can be illustrated by mode1 A (see Fig. 3.4), 

a simple shrinking particle. This is suitabIe in the case of sublimation, melting, and/or 
dissolution. Such processes proceed without nucIeation or eke nucleation is extremely 

fast and hence, negligible. 

In the case of solid products and/or a mixture of solid and gaseous products, 

the reaction mechanism becomes more compIicated_ In the energeticaXy favorable 
points within the unstabIe phase A, the stable phase B forms the product domains 

capabie of subsequent growth until the reactant A is completely consumed. Such a 
transformation consists of two steps: (a) the nuclei formation; and (b) the nucIei 

growth. In addition, the nucleation may occur on the particle surface or throughout 
the particle volume. If the nucleation is sIow, only a singIe domain on each particle is 

formed and the process can be illustrated by model B. If tke surface nucIeation is 

extremely fast, the reacting particle is instantaneously covered by a thin Iayer of the 

product and the rate-determining process becomes the propagation of the reacting 

interface into the center of the part.icIe (mode1 C), controlled either by diffusion or 

phase-boundary reactions. If the rate of surfacl or buIk nucleation and the rate of 



nuclei growth are comparable, the overIapping of growing nuctei occurs and more 

complicated models are required. 

For a chosen model the dependence on time of the fraction transformed can be 

calculated. In the case of the growth of nuclei being formed in time, z = J, the growth 

rate is given by the function x(f)dr. ?he volume of all nuclei can be expressed by 
integration within y and t time-limits. The number of nuclei, N, presented in time, 

t = J-, is determined by the nucleation rate I= dX/dt. The total amount of grown 

nuclei of the volume, V(t), is &en by the general relationship 

(3.14) 

where Q and i are the geometrical factor and the exponent, respectively (for a sphere 

t = 4/3 and 2. = 3). The procedure for determining the final model consists of the 

appropriate expressions for the functions, X(I) and dN,‘dr. Combining eqns. (32) and 

(3.14), the kinetic equation for SL = V(f)/V, is obtained. 
These models are aiso suitable fo describe the processes in which two or 

more different starting phases participate: AIS,iBJfluidj - AB~Tluid), (model A); 

+I, -+ BUM, + A%, 9 (model C); and A,,,+ B(,, --, AB,,,. (model C). It is valid 

under the assumption that one o f the reactants is smaIler than the other, acting in 

fact as a dispersion of larger particles in a ff uid. For the last two cases above, another 

model has been recommended 3 2 ; it suggests a continuous non-stationary diffusion of 

--. . Shrinking care m4fel : i______ _.. -.- --- -7 ------ 

LOU cowers+ i high cor;ve&ion i 

Continuous model 
. 

radius coordinate 

Fig. 3.5. Comparison of two different approaches for a diffusion controlled process (see model C_ in 
Fig. 3.4). 



one component from the continuous-like phase into the solid pax-ticks. This model, 

as illustrated in Fig_ 3.5, can be compared with the ordinary model of the shrinking 

unreactedcore particle. The macroscopic observations, however, have shown that 

the core-shrinking model, C, is adequate to describe most of the processes of interest_ 

Ali of the abr - :-mentioned nipdels assume that the initial particle is a sphere of 
isotropic properties w-ith regard to the interface movement_ When dealing with a 

single crystal this condition is not always fulfilled and for a correct descriptitin, a more 

complex analysis is needed. In addition, some processes in the congensed state, 
(ordering phenomena, martensitic transformations, @nodal de-_ompositions) 

proceeds without nucIeation and special models for their description are required_ 

The question now arises as to how far the one-particle modei can be applied to 

a system ccmposed of many particles. A relatively sinpIe case, such as a monodisperse 

system of particles where no interaction takes place, is the decomposition of CaCO, 

crystaIs_ In the case of a polydisperse system, the most logical way is to divide the 

original system into a series of hypothetical monodisperse sub-systems for which the 
above-described models are valid. The fraction decomposed is then caIcu!ated for 

each fraction separately and the over-all value is obtained upon their summation. In 

nhe case of two initial reacting species, the relative sizes of both particles are important_ 

The simplest approach is for two species differing in size by at least two orders of 

magnitude_ The larger species couid then be taken as the homogeneous phase in 

which the particies of the second substance are suspended_ The other extreme is the 

case of two reacting substances both monodisperse with the same particle size; such 

a system was treated by Komatsu (see Fig_ 3.6), assuming that the reaction proceeds 

in contact points only. 

Fig. 3.6. ?&ode1 for powder re;ictions (Komatsu model). 

Until now, the driving force for a process was given by the difference cf 

chemical potentials of the reactants and products arising from their different structure 

and/or chemical composition. Moreover, for a system of soIid particles, the driving 
force may aIso result out of the difference between the chemical potentials assigned 
within the different curvature of phase boundaries. This incIudes sintering, i.e., the 
spontaneous hardening of powder compacts due to the decrease of surface ener_gy. 
The sintering process -may be understood as occurring in three main stages (Fig. 3-7). 
The beginning stage involves the initial joining of particies one to the other; the 
resulting kinetics obey a law derived for the growth of “necks” between the two 

spheres. In the intermediate stage, the pores form continuous channels along the 
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three grain edges. The final step of sintering involves the disappearance of isolated 
spherical pores. Another similar phenomenon is the growth of Iar_ger particles from the 
smaller ones resulting in spontaneous recrystallization af crysta!iine materials. The 
particles with negative face curvature disappear contrit-win= to t5e growth of the 

largzr particles with positive curvature, as illtistrated in Fig. 3.5. 

Mode! G 

Fig. 3.7 Model for sintcring prxcss. 

Model h’ 

Fig_ 3.5 Grain growth model. 

In conclusion, it should be kept in mind that in searching for an analytical 
description of the reaction kinetics in solids, any function obtained is only a mathe- 
matical expression of a hypothetical model chosen to represent the process in- 
vestigated- If the model actually characterizes the situation, the derived kinetic 
parameters will have real meaning. OtherwiFe, even the most eIe,oant method of 
kinetic data calculation is only a mathematir,aI exercise having Iittie physical meaning. 

3.42. Processes u-it/;03 nrdeutr‘on 

Transformations of the type, A(,, --, BtCluidj_ p roceed usually without nucleation_ 
Such a transformation consists of two basic steps: a) a phase-boundary process: and/ 
or b) transport processes to or from the reacting interface_ The simplest cases are 
the e\-aporation of liquids, the sublim.?tion of solids, and the dissolution of soiids 
in liquids- A very important process is vacuum solid state subknation. :he rate 

of which substantially determines the lifetime of high temperature-resistant 
refractory materials. Langnniir3z-33 assumed that such an evaporation is 
accompanied by an independent condensation and at equilibrium, both of these rates 
become equal. The evaporatin g ffux of moIecuIes, r? as given per time and surface 
units, can be expressed under steady state conditions by 

PC9 
’ = (ZnhfRl-)"' 

(3.15) 

As derived from kinetic theory by Hertz 32*33 PC9 is the equilibrium partial pressure , 
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of the gaseous product of molecular weight M. According to Langmuir32*33, this 
pressure, PCs, remains unchanged even in the case of sublimation into vacuum 

P- = exp (- AGZ jR T) (3.16) 

where AC, is the standard change of the Gibbs free ener,y of sublimation. Com- 
bination with eqn_ (3.15) gives 

t = (2scMRT)“’ exp (- AGz/RT) (3.17) 

Knudsen3’-3’ has shown that the right-hand side of eqn. (3.17) must be muItipIied 
by a coefficient, z’, which represents the fraction of gaseous molecuks reaching 
equilibrium upon their coIIisions with the condensed phase (z’ = 1 when a11 molecules 
undergo the condensation upon their contact against the surface). This means that the 
sublimation kinetics is described by a two step mechanism consisting of the surface 
reaction and the desorption3’-33_ For the evaporation of pure liquids under 
atmospheric pressure, a rapid change of the phase-boundary is assumed and the 

rate-controlling process becomes the diffusion through the surface gas layer- The 
solution for the ditTorent cases can be found in the work of Crankzs or in the mono- 
graph on transport phenomena35. 

SimiIarIy, one can proceed to binary liquid solutions where the rate controlling 
process is aIso diffusion, but in the iiquid phase aicng the direction perpendicular to 
the phase-boundary_ Hence, the dissohnion of a solid in a Ziqtkl is determined by 
either a simple dissolution or a chemical reaction (dissolution of CaCG, II. I-ICI)_ It 
consists of a two-step mechanism: a) the process on the phare-bounda=. and b) mass 
transport_ In the simple case of a dissolving solid. the rate is described by the rai’e of 
surface reaction expressed by the consumption of solid, nz, per unit time: 

- dmi’dr = kA (C” - C) (3.18) 

where A is the surface of the phase boundary, and C and C’ are the bulk and saturated 
concentmtions of the so!ute. 

Equation (3.18) is first order with regard to the solute, If the sutiace reaction is 

faster than the mass transport, the diffusion becomes the rate determining process. 
Under steady-state conditions the diffusion takes place through a liquid layer 
adhering on the solid surface and having the effective thickness, dcrr_ The rate of 
dissolution is then 

- dnz/dt = (D/S,,)ri (Cc - C) (3.19) 

where D is the diffusion coefFicient and 6,, can bs theoreticeII_f caIcuIated for the 
particular hydrodynamic conditions. In general, the foliowing equation is valid 

dm kA(C=-C) --= 
dt 

(3.20) 



where k 4 D/6,, in eqn. (3.18), and kB((o,!6,,) in eq;t. (3.19); the concentration 
profiks for both of these cases are shown in Fis. 3.9. 
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Fig. 3.9. Concentration profiles at soIid-liquid interface. 

In considering a dissolving solid particle, its surface becomes a function of time, 
A =A(r). Assuming that the particle shape remains constant durin_g its dissolution. 
then A = km213, where m is the particle mass. If the particle of initial mass, m*, is 
bein dissolved in a liquid of volume V, then the amount dissoked in time i is given 
by nP-m, and the rate of dissolution by an equation described by H&on and 
Crowe13 6=3 ‘: 

(3.21) 

where m. is the amount of solid material to form the saturated solution (C, = me!:“). 
Assuming that for I = 0, the concentration, C = (nz* --nl)/V= 0, intcgrztion of 

eqn. (3-21) yields 

xG arct g2 
,/? Gfb -_r; _ + 1 ,5 In (atb) 

3a”f(26-a) (2x-a) _ (a+_x)(a’-ab;b’) 
= kt 

(j-22) 

where a = P:, - NI*, b = nPzi3 and s = m’13 = (CV) *I3 In the case of unsteady _ 

diffusion (dissolution in vi:Lous ff uids), the rate of particle dissolution was derived by 
Readey and Cooper3’ 

da* -= 
dt* 

where 

a* =E, r* = 
a0 

r C-C, - 
) c* = 

a0 G-C, 
,t*=$ 

a0 

(3.23) 
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are dimensionless parameters and 

B = CC,-C,) 

(C,--c, C,-_, 
and ._1 = KS 

The symbols are C, = initial concentration of the solute, C, = saturation concentra- 

tion at the phase boundary. u = sphere radius. I = time. r = radial distance, 

Cs = density of the soIid (sphere), D = diffusivity and V= partia! specific volume ofthe 

sclute. in the case of a surface process of iz-th order being the rate-determining step, 

the rate of dissoIution related to the concentration of the soJute is given by the 
equation of Stavrinou and Biumbers3’. 

3.3.3. ~ircrealioJI-~lepci;aeJll pNJ’..xes 

This type of transfoimation includes all pciymorphic transitions and dissocia- 

tion reactions of solids, as illustrated 5y models B, C. D. E in Fig. 3.4. 

3.3.3. I. A:ircIca~ioJJ. The rat e of nucleation, I. is defined as the number of stable 

product domains formed within a unit time internal in a unit volume of the matrix- 

.4s Ions as the nucIei are created purely randomly throughout the whole reactant 

TVroIume, the process is called homogeneous nucieation. if the nucleation proceeds on 

foreign. enerseticaIIy preferred areas (walls of a reactins chamber, particles of im- 

purities or even disIocations) then it is called heterogeneous nucleation- 

The classical theory of nucIeation in a one component. single-phase system 

indicates that the :emperature acti\-a:ed fluctuations of atoms (or molecules). which 

gather into a certain critical size capable of a spontaneous growth. is accompanied 
by a decrease of the Gibbs free energy of the system_ Such product clusters are 
designated as nuclei and their size k given by the thermodynamic criterion of stability. 
The chanse of free ener,oy coupled with the creation of an embn_o of phase B within 

the surrounding medium of the phase ,+ is given by 

AG = i(G,.;cji.tfli2i3y (X25) 

where i is the number of atoms in the embqo, i is the atomic volume_ p is the embryo 

shape factor, G is the ener_q increment resuiting from the elastic strain which is 
associated with volume chanses during the transformation, 7 is the inte.-face 

energ-. and AG,. is the difference in the Gibbs free ener_g of the bulk phases /l and B 

per unit volume_ In the case :hat one of the phases is a liquid. the quantity G can be 

neglected. Assuming a spherical shape of the embrvo. the function. AG. reaches a _ 
masimum for nuciei of the radius. r=ric 

rcrir = - 3?/AG, _ (3.26) 

The enerLq height, IV Cmasimum L-aluc of AG) is 

IV = ( I6j3) xy3jAG,’ _ (3.27) 

The quantity, AG,, may be approached by the retationship, AG, = RTln (P,iP,&‘VA, 



for the condensation from a vapor or by AG,. = H_. (T- T,)iT,. for the crystallization 
or melting at small departures from equilibrium (where P and P, are the actual and 
equilibrium vapor pressure, V, is the molar volume. AH,. is the heat of fusion per unit 
volume and Tand T, are the actual and equilibriulm temperatures respectively). 

Volmer and Webe?’ assumed that for the rate of nucleation the concentration 
of critical nuclei is a characteristic of equilibrium. Hence_ the rate of nucleation per 
unit volume is a product of the equilibrium number of embryos of critical size per 

unit volume and the rate of interface movement. Combining the absolute reaction 
rate theory with the VoImer and Weber approach, Becker and Diiring” hzve derived 

the relationship, 

I=Zesp(-_E,!‘kT)exp(-_~~X-T) 13.28) 

where E,, is th- activation ener_q for motion across the embryo-matrix interface and 

Z is the frequency factor which may be taken to an ordsr-of-magnitude accuracy as 
Z = .I-: x vo_ The quantity, ‘VP? is the number of unassociated molecules per unit 
volume and v. is the molecularjump frequency. From eqn. (3.28) it follons that at the 
equilibrium temperature, Tcq, I= 0. bcrause of esp ( - tI,:,kT) = 0 (see eqn. (327)). 
The function / has a maximum on account of the competitively opposite influence of 
the terms, exp ( - l?IfkT). which increases its value with decreasing temperature, and 
esp (-E&n2 ;‘--Q which decreases its value to zero (ED -constant). 

In the case that both phases A and B are solids, the quantity. G, in eqn. (3.25) 
influences the shape and the size of the nuclei. Two types of such nucleation processes 
are usually assumed: 

(I) Iwohererzz nrrcleution, where the nucleus and the host matrix do not have d 
crystallographic continuity (where 7 s 200-1000 ersicm’ has the essential weight in 
the value W, see eqn. (3X’)), and 

(2) Coherenr nrrcleatiorr. where both of the phases remain in surface contact 

with the crystallographic structure which is very similar. e.g.. the atomic distances in 

the surface are almost identical. The term, 7, is small and the nuclei shaF is deter- 
mined by the elastic constants of both phases. Such nuclei are oriented in a certain 
cqstahographic direction with regard to the original phase A_ 

In a multicomponent homogeneous system, th: variable quantities are both the 
nuclei size and the nuclei composition_ The classical theory of homcseneous 
nucleation was extended for binary systems by Becker”‘. In this approach, the first 
step is to calculate the embryo composition in connection with the required decrease 
of the system free ener_g (AG,tO). For the sake of simplicity, the immiscibility type 
of a binary phase diagram is shown in Fig. 3.10. The homogetieous material of a 
chosen composition, X,, is cooled down to a region of temperature where the 
equilibrium configuration consists of the phase A (composition_ 2’3 and the phase B 
(composition. Xe). The equi:;brium composition is given by the contact points of the 
free ener_g curve with the commolr tangent. The chan_ge in the free ener_eq on forming 
clusters of composition X” is given by the difference AG,, see Fig 3.10 (refs. 4547). 



Fig. 3.10. Binary system with rimited miscibility (see text). a) miscibility gap (phase diagram): 
b) graphical determination of free energy change associated with nucleus formation; c) free energy 
change connected with new phase formation as a iunction of its composition. 

For the system depicted in Fr,. -0 3.10, the initial homogeneous system, X,, is stable 

with respect to the formation of clusters with a composition between X, and XL 

(increase i.1 the volume free ener,oy). The clusters of the composition on the right-hand 

side of X6 are unstable with respect to the formation of X5, and the previous 

formalism of eqns_ 3.26 and 3.27 may be used. The created cluster must fulfil the 

condition for minimum IV (eqn. 3.27). which is determined by the balance between 

AG, and -J_ For simpler cases, Becker assumed that the nucleus holds the com- 

position of the stabIe phase B and its size is given by the surface ener_gy y_ On the 

other hand, Borelius”3 neg!ected the influence of 7 (= constant) using the decisive 

influence of fluctuation in the composition. In practice, the critical nucIeus charac- 

terized by the least work of formation for the given conditions reflects the balance of 

these two influences_ The nature of such a critical nucIeus was introduced by 

Hobstetters” and more precisely by Cahn and Hilliard*‘. The latter found that at low 

supersaturations, the nucleus has the composition of the stable phase forming a sharp 
interface_ With increasing supersaturation, the interface between the nucIeus and the 
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host matrix becomes progressively more diffuse and the embvo composition is 2 

=_mction of the distance from its center. When the inflection point on the free ener_gy 
curve is approached, the work of critical n;lcleus formation decreases to zero. ‘!hus, 
in the vicinity of the so-called spinodal, the critical nucleus no longer resembles a 
cluster of the new phase, but rather represents a fluctuation small in degree but large 
in its extent in space. It can best be illustrated on Fig_ 3-I I where the initial com- 

l \ 

: ir 
j ‘:, i spinodaf 

I .,- 

Fig. 3.11_ Condition for spinodal decomposition (see text). 

position X, falls within the region limited by the inflection 
free ener_gy decreases along with the continuous change in 

points, Xxi and X,;_ The 
the composition of both 

precipitated phases. Such a process is called spinodal dmomnpositions6. 
The theory of heterogeneous nucleation is based on the determination of the 

quantity, W (eqn. 3.27). In order to initiate the nucleation the impurity interf;lces m.:iy 
decrease the nucleation barrier W according to: 

iv = ‘6 E 73 (2+cos 0) (I -cos 0)’ 

3 (AGJ= 4 1 (3.29) 

where 0 is the contact angle of the three-phase boundary (domain of phase B, 
matrix A and impurity surface)_ For nucleation in solids, the quantity Ii’is decreased 
by either the decrease in the quantity 7 (or G) or by an increase in the negative vaIue of 
AC,. it is assumed that most of the potential embryos are already present in solids 
and the entire nucleation process demands only that their development become 
stable. Thus, if NO is the number of such potential embrq-os in a volume element of a 
solid, the nucleation rate can generally be expressed by rhe relationship, 

I = dN/dt = kl (N, - NY (3.30) 
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w-hich is calied the power Iav-. The exponent. p. expresses the number of activated 

steps and is usually equal to one_ The nucIeation rate can also be described by the 

exponential kiVi, 

I=k,ftT,exp(-kX:,r) (3.31) 

If the rate constant, k, , is small the numScr of nuclei is given by 

N z k I NT0 ? (j-32) 

but if k, is large, the nucleation is extremely fast so that the ncclei are formed 
instantaneously on all of the available nucleation spots. yieIding rV z K,, _ 

3_43_2_ G~ou-~~I of rlre precipitated phas,-_ The growth of a nuclei is signified by the 

motion of a phase boundar\r in the direction of the unstable phase. A. In solids this 
process can be controlled by either the mass transport (diffusion controlled trans- 

formation) or by the shear of large areas in the initiai phase lattice yielding new 

c~stallogaphic arrangements (phase-boundar>* reaction)_ In a single component 

system”‘, the Iinex rate of the propagation of phase-boundary can be expressEd as the 

\-elocity difference with which the atoms (or molecules) overcome the energy barrier 
on the interface matrix-embryo 

(3.33) 

where i is the atomic voIume of the phase B, p is the probability of jumping of an 
atom aIong the positive transport direction. and r is the vibration frequency in 
phase A. The terms. A, ani AB, are the accommodation coefficients in phase A and 
B, respectively: it: IS the nun?ber of atoms per unit area of the phases interface, and 

E is the activation energy for the @yen barrier crossin_g (A --t B and B --, A, resp.). 

Assuming that for poIymorr hit transformations, A, r ,-lD E A, eqn. (3.33) can be 
rearranged toj’ 

(3.31) 

For a small degree of supersatura:ion, T= 7’- T,, eqn. (3.34) may be rewritten as 

i3.35) 

where D* is the diffusion coefficient for the diffusion aIong the grain interfaces. 

For a multicomponent system7 the rate of growth at which the product-parent 
interface moves normal to itself may be controlled either by an interface (topo- 
chemical) process or a diffusional transport or their combination. In principle, the 
analogous relations are valid as derived for mode1 A_ 

3.4.3.3. Xnclei grorrth as rhe rate deternrining step 

(a) Pilase-boundary coniroliedgrowih. Using eqn. (3.13), it is possible to calculate the 



425 

volume of the product. V(r). and the dependence of the function f(z) on time I. for 
the given model of the process. 

.Wo&ls B, D and E_ For the normal type of random nucleation (exponential 
law, rate constant A-,) and the isotropic linear growth rate in 
constant k,), the classical solution of eqn. (3.13) givesG8 

SZiVokz r (k,f)’ _ (k&j 
x - Vok: L-PC--k,r)-I+k+- 2! , 3! 1 _ 

If iVo is Iarge and X-r is smali. indicating a constant rate of nucIeation (linear law 
eqn. (3.32)). the exponent term can be extended in a series. NegIecting greater terms 
than (k, r3), eqn (3.36) gives 

three dimensions (rate 

(3.36) 

(3.37) 

A simi!ar relation, 2 vs. IL, was also derived by XlampeIz9 for the initial sta_ees of a 

decomposition reaction. At the other extreme, if k, is veF Iarge (instantaneous 
nucleation. eqn. (3.39)). the term with the highest exponent has the predominant 
influence so that all of the other terms can be neglected and eqn. (3.36) yields 

and the corresponding rate by 

(3-38) 

(3.39) 

However, certain nucleus forming sites wili never allow nuclei to grow because these 
sites become incorporated in other growing nuclei before their activation. The 
effective interfacial area is then introduced as (I -2) in the right-hand side of 

eqn, (3.39) (Yerofeyev”); after intemtion, 

2 = I-exp 
-4m’?, k; t3 - 3 IJo 1 (3.4Oj 

The problem of accounting for the fact that the fraction transformed when nuclei 
overlap one another is less than the value of z cakulated on basis of eqns_ (3_36)- 
(3.35) may be solved in a quite general way by introduc’::g the CGPC~L of extended 
fractionat transformation, zCz. using the equation 

I 

-2 
dz = (1 - r) dr,, and/or g,, = dzj(l -CY) = -In (1 --z) (3.41) 

-0 

The term, rcx, is the fraction transformed if a11 of the domains had grown without 
interpenetration and nucIei had continued to form everywhere in the sampIe including 
the &ready transformed volume- The resuIting eqn. (3.41) majr then be introduced 
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back into eqn. (3.36)“. 

A more instructive method of kinetic analyses52-5’ is based on the following 

assumptions (see eqn. 3.13): the voIume of domains ready to grow is kz(r -y)j at 

time y and for the specific rate constant of omnidirectiona1 _groTh kl ; the rate of 
nucleation per unit volume is I and the total number of nuclei formed is idy. For 

three-dimensional symmetry 

t’sing z,, from eqn. (3.41) and making an asumption about the variation of I with 
aime in accordance with section 3.4.2, eqn. (3.42) can be integrated. For a constant 
nucleation rate, k I, 

--In (1 -a) = (z/3) kl k, t”. (3.43) 

If aII nuclei are aIready present at time 1. = 0 (initial number No) eqn. (3.43) changes to 

-In (1 -a) = $7;NOk2Z3 (3-W 

In the case of only two-dimensional growth, eqn. (3.44) changes to 

--In (1 -z) = N,shk~tz (3.42) 

where h is the disk-like nuclei thickness_ 
In highly dispersed systems where random nucleation forms only a single 

nucleus in an individual particle (see model B-Fig. 3.4), the kinetics is then described 

by a unimoIecuIar decay law 

-In (I -a) = k’t (3-46) 

derived by MampeIdg for fmal stages of decompositions. In most of these cases, the 

resulting equation rzn be abbreviated in the formal form of the Johanson-Mehl- 
Avrami-Yerofeyev-Koglomorov reIation3g-5 3U *OS 

-ln(l-z)=kz’=Zexp(-E/RT)t’. (3.47) 

The value of the exponent, r, depends on the shape of product domains, on the rate 
of nucieation, and the type of subsequent growth-controlling process, as Iisted5~~‘0g 
in Table 3.7. The compIex activaticn ener,oy, E, is composed of the activation energies 
of the individual processs5, i.e., of nucleation, E,) growth, Et and diffusion, ED_ 

The quantiries, E, and E,, are fsrther composed of two terms: the first arising from 

the kinetic barrier to transport and the second from the thermodynamic work barrier 

de$ndent on the extent of supercooling, as disc*rssed in section 3.3.1 (eqn. 3.27). 

The preexponential factor, Z, depends predominantly on the geometry and number 
of nuclei to be formed. 

In some cases the formation of additional nucIei, as considered for example in 
linear nuclei growth, is a more important process than the formation of fresh nuclei 
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TABLE 3.7 

NUMERICAL VALUES FOR THE KINETlC EQUAT10% OF NUCLLATION XYD 
CRYSTAL GROWTH: --In (I -1) = Zesp (-E.!RT)f 

For the incrasing rate of nucleation the exponent r is larger than that for TIE corrstzmt nucleation 
rate. For the decressing rate of nucieatiorz the cxponcnt I fafk between that of the constant and that 
OT the zero nucleation rates. 

Constant rate 
of nucleation: 
I=k,r 

spheres 
pkiteS 
necdles 

Phase-boumior_v conrrollcdz Di&usion conrrolied: 

x(r) = kl r X(t) = (Dtj”’ 

r E r E 

4 3Ez+El 2.5 SE,Er 
3 ZE=+E, 2 ED tEI 
2 EztE, 1.5 fEo+E, 

spheres 3 3~5, 1.5 ?En 
Zero rate plates 2 2Ez 1 ED 

of nucIeation: needles 1 E2 0.5 iED 
I = iv.__ 

and the initiai nucleation law is relatively less important_ Assuming the branching 
coefiicient k3, the net rate of nuclei production is given by 

dN!dr=k,No+-kk,N and/or ~~=k,~t’,~k,[elip(k,r)-I] (3.48) 

which is suitable to describe some explosive reactions_ Using a similar procedure to 
eqns. (3.12) and (3.36), the fraction decomposed, z, is 

z = Fk,k,N,/V,k~ exp (-k,t) (3.49) 

where F is the cross-section of the nucIeus. 
Prout and Tompkinss6 solved the case of interfering branching nuclei growth 

by introducin g the probability of termination, k, = k, rjq ; where 31i is the fraction 

decomposed at the inflection point. The final equation is then 

dz/dt= k,r(l -r) and/or In [z,‘(l -z)] =k,t+constant (3.50) 

which is the simplest case of the description of an autocatalytic reaction where the 
reaction velocity is a function of both the amount of the reactant and the productSZ*83. 

(bj Diffusion-controlied grox-rh. The transition of mehs to the solid state upon their 
cooling may proceed either by crystallization or by rhe formation of a glass”. Which 

of these two processes actually takes place is determined by the rate of cooiing 
and by the differences in temperature profiles of the rate of nucIeation and the rate of 
crystal grovth. In Fig. 3.12, two characteristic cases are shown. 

System A will soIidify by crystallization regardless of the rate of cooling 

because there is always enough nucIei formed t, grow at a lower temperature”; on 



case A case B 

--. --+ ?- f-q --, T T l q 

Fig. 3.12 Temperature dependence of nucleation (I) and crystal growth Ck,) rates for two typical 
Glses. 

the other hand. system B will easily form a glass. particularly at high rates of cooling 

because in the region where the rate of nucleation is Iarge, the rate of growth is 
aheady negIigibIe_ Actual systems exist somewhere in between these two extreme 
cases. 

For case A, there are numerous models suggested for the crystallization from 
both pure melts and solid state so!utions. To describe reaction kinetics of the 

exponential type, the Johanson-Mehl-Avrami-Yerofeyev-Koglomorov equation is 
derived usuaIIy on behalf of diffusion controlled growth (latter stages of crystalliza- 
bans). For exampIe, the kinetics of a singIe phase crystallization in a two component 
system can be assumed. The rate of growth depends upon the rate at which atoms are 
brought to the interface through the meIt. The concentration in the solution at the 

interface is maintained at the equilibrium value C,, which is independent of pre- 

cipitate size and C, is the actual solute concentration_ The concentration of the 
solution decreases as precipitation progresses and can be expressed in terms of IX, the 
fraction of the available solute actuahy precipitated at time I, or 

1-Z = (Cc*, - C&(C* - C,) (3.51) 

where C, and CtI, are initial and instantaneou: concentrations in the solution. 
The diffusiona rate of growth is given17-5S~60 by 

(C,-Ca) dRfdt = D@c/Er),=a (3.52) 

where R is the radius of the particle. Using the steady state solution of Fick’s equation 
!for diffusion through a spherical shell, with diffusion coefhcient D independent of C 

and repiacing Ccc, by r through eqn. (3.51), the expression is obtained: 

(3.53) 

Assuming growth without nucleation, i.e., difiusioncontrolled growth of a fixed 
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number of particles X0. the following equation is derived6 * -” 

I= I -csp (3-54) 

Or using the assumption that the constant rate of nucleation f changes by the 

esponen: of time to 5/Z, 

--- -__ 
The exponent of time, r, changes according to the mathematica~olution of the 

equation; for instance, in dilZusion-controlled _groiith of cylindrical particles, r = 1; 

for disklike particles, r = 2;3; and or eutectoidal cc-stsl%zations. r = 3 and 3; these are 

summarized in Table 3.7. Similar relations can be employed to describe precipitation 

from aqueous solutions60-6’. 

MO& C. This type of process includes reactions bet\veen solids and gases, 

solids and liquids and i.1 some special cases, solid-solid reactions (if one reactant is 

assumed as a continuous medium). Such reactions can be described by model C, 

Fin 3.3 5* * when the rate determining process may become either diffusion through 

the product layer or phase-boundary reaction_ 

Fig. 3-13_ ModcI of a reaction bctwxn two sokis. 

3.4.3.4. Processes proceeding h)- imlarvaneous surface miclealioli 

(a) D~/rrtsic,ll-controlled reactions. If one cf the components participaf;ns in the 

reacticn must penetrate through the layer di\riding two reactin ph:jes A and B 

(see Fi_g. 3.13): the time dependence of gradual build up cf this nktlar product layer 

can be described by the parabolic law 

sZ = 2DVmCot+a”’ (3.56) 

uhere _K is the thickness of the product layer, D is the diKusion coefficient for the 

slowest transport (vacancies, interstices, etc.). !,‘, is the volume of product AB 

formed from I mole of the lowest pcnetrati.l_g component. C, is the concentration oi 

the penetrating component on the interfa,e and a is the layer thickness at time r = 0. 

Jander’ lo applied the parabolic rate Ia*J to ~c ..~ered compacts (see Fi_g. 3-14) which, 

expressed as a fun<rioii -_ -+-fractional transfo; .;2on, Z, can be written PC 

[l -(I -5c)“3-JL I-- zkyr; x I. ; <3.57-l 



Fig. 3-14. Model for a pow-de reaction (Jandcr). 

This equation is valid under certain simplifying assum.ptions’ lo, namely, that of the 

instantaneous surface nucleation (coherent product layer is already present when 

bulk diffusion does occur), an omni-directional bulk diffusion_ and the immiscibility 
of the product phase with any of the reactant phases. It is further assumed that the 

reacting particles are spheres of uniform radii and that the diffusion coefficient and 

reactant activity as well as the particle volume are constant during the process. 
Kroger and ZiegIersg assumed that the diffusion coefficient of the transported 

species was inverseIy proportional to time, 

Cl -(I -a)‘i3J2 = 2&r: x In t _ (3.33) 

Zhuravlev, Lesokhin and Tempehnan ’ ’ ’ modified the Jander relation by assuming 

that the activity of the reacting substance was ?roportionaI to the fraction of un- 

reacted material, (I -z), and arrived at the expression 

r 1 
;_(I -ap3 

_12=ZkDr 
1 

2 
r0 

(3.59) 

Gins.Iing and Brounshtein i i 3 discarded the parabolic law in favor of an equation 

reIating the growth of the product layer to the decrease in interface area using 

Barrer’s equation’ ’ ’ for steady-state heat transfer across a spherica shell, and 

obtained the equation 

Carter6* and VaIensi6’ improved eqn. (3.55) by accounting for differences in the 

voiume of the product Iayer with respect to the v-olume of the reactant consumed, 

z-(z-l)(1-~)2’3-[l+(Z-l)&‘3 = 
2kD(2--1)t 

2 
r0 

(3.61) 

where 2 is the ratio of the actual volume of the product layer to the ideal volume if no 

change occurs. Huibert5~ used the assumptions of eqn. (3.56) and replaced I by In r 

in eqn. (3.61). Such an equation adequately describes the probability of removal of the 

non-equilibrium defect state and has an exponential dependence on temperature. 
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Komatsu and Ucmura66 introduced counter-diffusion arriving at an “anti-Jander” 

eqtiztion 

(3.62) 

-411 of the above equations express the unreacted-core-shrinking model which, 

in most cases, adequately describes the real situation_ For some reactions it is more 

convenient to introduce an idea of a continuous reaction (as already iiIustrated in 
Fig. 3.5) where reactant B is bulk adsorbed by the reactant-particle A, ‘Lhe whoie 

volume of which is continuously changed to product AB. Diinnwald and Wagner6’ 
and Serrin and Hickson”’ used this model to describe the kinetics in powder systems. 

The fractional conversion, 2, given by the ratio of the mole number of component B 

adsorbed into particles .4 in time I per mole of B finally adsorbed when the reaction 

is completed, is equal to 

(3.63) 

The term, k (= z’D;‘r,t), is the rate constant. Ii is the summation integer, D is the 

diffusion coefficient B in A and r. is the radius of particles A. The correlation of this 

model for polydisperse systems was given by rMiyogi6’ (for Jander’s model), Sasaki” 

(for Carterand Valensi’s model) and Gallagher” (for Diinnwald and Wagner‘s model). 

The homogeneous model is suitable for porous spheres (pelletized catalysts). The 

relationships between the continuous and the unreacted-core-shrinking models can be 

.@en by the effectiveness factor (see section 3.6.1). 

(h) l%aw-bowxiary conrrolM ieacrions. When diffusion through the product layer is 

so rapid that the reaztants cannot combine fast enough at the reaction interface to 

establish equilibrium, the process becomes phase-boundary controlled. Assuming 

that the nccieation step occurs virtually instantaneously and that the reaction rate 

is proportional to the surface area cf the fraction of unreacted ‘material 

dr kS, 

z=v, 
(3-W 

where S, is the instantaneous surface area of yet unrcacted io12 of particle and V, is 

the original volume of the particle- After various mztthematical operations, the 
equation, analogous to the classical rate equation for gasez. is obtained in the form of 

(3.65) 

where n is equal to l/3, I/2 and 1 -ibr t.hree-, two- and one-d~mensional s-;mmeti~, 

respectively’J*. 

*Note that overall rate constants for topochcmicsl kinetics are inversely proportioned to the radius 
rO wherus dilfusion kinctics are inversely proportions! to the square of the radius_ 
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3.4.4. Sinrering and relarcd phencvena 
X s_vncm of solid particles treated under a suitable high temperature undergoes 

a spontaneous process of hardenin, ST where both the surface area and the free encrzy 
decreases_ The kinetic description of this sinterins process is based on the idea that 
the rate-determining step is the mass fius from the places of the positive to the 

places of the negative surface curvatures. Frenkel” save the explanation for the 

sintering of viscous material with Xewton’s characteristics and Iater hlackenzie and 
Shut9eworthy3 for materials with Bingham’s body characteristics_ Some discrepancies 
between the theory and the esperiment led to the establishment of models where the 
rate-controlling process is the diffusion of vacancies from the places of negative 
surface curvatures into the centers of particles (Kin_gery and Berg’&_ etc.). 

In general, the sintering process plays a most important part in the formation of 
ceramic bodies and in powder metalIurgy_ Hence, it is desirable to list the individual 
rate-li,niting processes to aid in understandin, m of the overall sintering kinetics. The 
rate at which the neck vofume changes seems to be the best indication for the rate of 
sintering and is determined by the rate at which atoms move into the neck region. 
Equating this mass transport flux to the geometric requirement ,ooveming the sphere 
densification &es a series of relationships between neck radius, r. and time 1, 
r = constant t”; where the time exponent ??I, is characteristic for the particular type 
of mass transport (see Table 3.8). Because the observation of neck growth is experi- 
mentaIIy difficult, it is convenient to determine the linear shrinkage, AL!L,, which is 

equal to the fractional change in center-to-center particIe distance and which exhibits 
the chamcteristic time exponent’ IA (Table 3.8). 

-I-_-lBLE 3.5 

CHARACI-ERISTIC EXPOSENT m 1s SIXl-ERING RELATIONS (INITJAL STAGES) 

Sirrrering mechanism .X-e& radias Lir;ear sirrir;kage Di$erenriaK 

grourh expression 

E\zporation from a convex pore 
surface snd condensation on the no contraction no contraction 
concxe neck surface_ I .‘3 

Surface ciiffusron between the same 

regions on the solid-\;lpour 
surfxe. l/7 I 

Viscous or ph.sti= fiow of a solid. i,Q 1 0 
Grain. boundary diffusion controlled 

bv vaczmc~- rormatior?_ 2 - 1:-l I!1 -1 

Grain boundary diffusion controiicd 

by vacancy movement (both 
between the same regions aIong 

the interparticle boundary). ii6 l/3 -2 

Volume diffusion from the region of 
interparticle contact into the neck. l/5 2!’ -y3 
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The rate of contraction for a specimen of Iength L,, which is composed of 

monodisperse crystalline spheres of radius a, is given, according to Johnson and 

Ben-in’ 5, as 

2.63 i’D, 

kTa3 
(3.66) 

for the volume diffusion_ If the diffusion takes place along the particle faces, then 

0.7y”bD, 

k7-tiS 
(3.67) 

where AL (= Lo-L) is the linear contraction, 7 is the surface enerG-, Q is the voIume 

of vacancy, h is the effective gap between two partic!e faces, 0,. and D, are the bulk 

and surface diffusion coefficients, respectively, and k is Boltzmann’s constant. These 

equations hold for the initial stages of sintering which involves a significant change in 

I z 3 

Fig. 3.15. The course of shrinking of pow-der compact during sintering process. 

shape as the necks grow between particles but yield a modest total shrinkage of about 

ten per cent. The process of sintering involves, however, progress;\-e steps, as shown in 

Fig. 3.15 The initial stage terminates when grain growth can occur. During the 
intermediate stage of sintering, u-here the solid structure fonnzd kas a completely 

continuous pore phase (model L), grain growth advances and the cross-sectional area 

of the pore channel decreases. A diffusiona! equation was selected to caIcuIate the fIux 

of vacancies from the pore channel situated on the edges to the center of the faces of 

the polyhedron, or 

dP -B, D,.i’Q 

t= kT 
(3.68) 
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where P is the voIume fraction porosity and B( is a constant related to edge length and 
possibly to the time dependence of grain size, which may serve to correlate the 

experimentally obtained curvature in the plots of density vs. time. At about 95 percent 
of the theoreti-aI &nsity the pores become discontinuous (mode1 4). thus terminating 

the mtermediate stacc. fn the IinaI stage where the pores are nearly spherical in shape, 
they can shrink without changing shape (model 5). The systems, including melts, in 
the advanced stages of sintering, which sinter by a different mechanism are described 

by BercZnoj76 and Kingen;“. 

After sintering, the resulting nonporous material is composed of ciose-packed 

,tins. If the initial particle sy-stem is pol_vdisperse. the final grains have a DO!V- 

disperse character_ The larger particles have the center of face curvature inside the 
grain and they tend to grow at the expense of the smaller grains which have the 
curvature center outside the particle (model H, Fig. 3.8). The rate of growth is 

usuaZy diffusion-controIIed, as given by the difierential equation78 

dR&l 
dr R 

(3.69) 

where R is the radius (size) of the particle. 

A simiIar phenomenon is the spontaneous coarsening of precipitants. In a 

poIydisperse system the number of mean-sized particles grows because certain 
particIes disappear, feedin g, in fact, on the growth of Iarger particles_ This process is 

associated with the decrease of interfacial free ener_q. After some simplifications. 
Greenwood79 deduced the following equation 

(3-70) 

where C and C* are the concentrations in a saturated solution in equiiibrium with the 
planar interface and with the precipitar.t particks of radius R. respectively: V, is the 

molar volume of the precipitant, R, is the average particie size and 7 is the interfacial 

energy. 

The theoreticaf mode& for sintering are difficult to reformulate in terms of 
surface area. AIthough the ratio of surface to volume of a particle depends to a 

certain extent on its shape, it varies inversely with the diameter of particle. The total 

free energy of a large number of fine particles is therefore greater than that of a 
smaller number of large partic& or even 2 solid block of equal volume. Zt is thus 
reasonable to assume that the driving force for fine-powder sintering is the rcdtiction 
of totaI surface area and total free ener_gy. As the surface ener,oy is proportional to the 
surface area, A, it can be written”-’ r similarly to the above-introduced time exponent 

cIA/dc = --k, At-” and/or dA/dt = - k:(A -A,)-“’ (3-71) 

where I?, is the temperature dependent constant and Ar is the surface area after the 
Sicterbg iS COnlpktcd. 
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3.5. Molecular descr+tion of Jzereroge;leorts processes 

3.5.1. Role qf Gfects in solid-state processes 

The explanation of reactions in liquids and gases is not difficult because the 
reactant mixtures occur on the molecular Ievd. The existence of uniform concentration 

at the reaction zone is thus acceptable. In solid-state reactions the concepts based on 

concentration are of little significance and the kinetics should be expressed in terms 

of both spatial and time coordinates, as shown in section 3.4. But such kinetic 

equations derived from the overall reaction velocities are insufficient to characterize 

in detail the intrinsic mechanism because many plausible kinetic paths, although 

differing in details, lead often to the same kinetic Iaw. Thus for a better understanding 

of solid-state reactions it is desirable to establish still another model on the atomic 

level of elementary processes in the solid network*‘-99_ This mode1 is based on the 

knorvledge of the nature and properties of lattice impxfections. Such defects must 

either be created or destroyed. move, interact, a,, moregate and/or become ordered to 

make possible a solid-state reaction. From this point of view the surface represents, 

in fact, one of the most important imperfections of the solid-state lattice. At a temper- 

ature above absolute zero a finite cqsta1 may p resent some of the following defects: 

I) Point defects: a) Atomic (vacancies, interstitral atoms or ions, foreign atoms 

or ions in the proper Iatttce sites and,‘or in interstitial spots); b) Electricai (free 

electrons or ho!es); c) Thermal (phonons). 

2) Line defect5 dislocations. 

3) Plane defecrs stacking fault. steps, discontinuity at atomic&& ff at surface. 

4) F;olutne defects inhomogeneities, lattice distortions. 

AI1 solid-state reactions undergo one of the following steps during their 

transition states: 

1) The creation of a defect. 

2) The association of defects into small clusters (prenucleus formation) which, 

althot.gh distorted, is still part of the host lattice. 

:j) The transformation of a prenucIeus into a definite product domain (nucleus 

formation). 

4) The transport of matter through the solid by some type of a defect diffusion 

process. 

5) Growth of nuclei by accretion of defects. 

6) In some cases also the formation of a gas molecule and its desorptior 

The existence of defects gives the at:xns an opportunity to move across the 

solid lattice as a necessac condition for any solid-state process. It is plausible to 

presume that in an ideal Iattice (perfect soIid) no reaction could occur. 
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325.2 C7?arion of defecw 

The sources of point dcfccts are often processes takil,g place at the phase 

boundary_ For example. in a perfect crystal of NiO in contact with an atmosphere of 

3 given partia1 pressure of 0x3.gen, the equilibrium concentration of defects is 

established spontaneously_ This process starts on the cqstal surface where electro- 

negative gaseous oxygen is absorbed as the O’- ion, thus draxving away two electrons 

from two neighboring Ni” ions. The two hoies created (Ni3 ‘) are likely to move 

into the crystal bulk whiIe Xi “- underneath cIimb up to the surface to lengthen the 

boundary lattice aIong with new O’- Ions. The difference in the concentration of 

hoIes and vacancies is balanced by the diffusion flus if the crystal is put in good 

contact with metallic nickel. This in fact simulates the actual conditions during the 

surface oxidation of nickel, which is the simplest case of a diffusion-controlled process 

Ieading to the parabolic kinetic laws as discussed in section 3.3.4 (the defect concen- 

tration on the NiOiNi interface \vouId be different than that on the SiO:lO, surface 

creating a permanent concenrration gradient across the NiO Iayer which scn’es as a 

driving force for the diffusion process resuItin g in the graduai build-up of the 1X0 

Iayers”). 

A number of studies of sintering in osides were concerned xvith the effect of 

impurities on sinterinc rate. Since this rate depends upon the diffusion coefficient. aI 

factors which change the vacancy concentration wiI1 also change the sintering rate. 

Thus, the addition of Liz0 to ZnO was found to increase the sintering rate, evidently 

becasse it adds oxygen vacancies and the slow step is espected to be the diffusion of 

anions. 

Another source of defects may be the curvature of the phase-boundac. as 

discussed in section 3.4.4. A surface with a negative curvature conrsins an excess of 

vacancies in comparison to the crystai buIks9. The highest concentration of vacancies 

is therefore in the regions where the surfaces are most sharply tuned and the free 

ener,oy change is most favorable for vacancv ueneration on the points of two particle -z 
contacts. This accounts for the preferential growth of the joining neckss”*90 by 

vacancy movement at grain boundaries_ It gives a net flow of atoms in the reverse 

direction and leads to consequent shrinkage and final densification. The function of 

the grain boundary as 8 sink for vacancies is a key concept_ It was proven experi- 

mentaIIy in the case of pores isolated from grain boundaries \vhich do not shrink, i.e.! 

noconcentration gradient appears to permit ditfusion. The second most important phe- 

nomenon in solid-state reactions is diffusion_ In addition, it should’bementioned thar the 

genezuion and diffusion of defects can be facilitated by stress, magnetic fieids, etc. 

The only passage for mass transport ill a perfect Iattice of a cubic ciose- 

packed structure interpenetrates the array of tetrahedral or octahedra1 interstices. 

Any discontinuity, such as a dislocation iine, enables the diffusion to proceed with 

more ease than through a perfect lattice. In generaI, the transport of matter in solids is 
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accomplished through the point-defects-v;alk process and depends u?on tI e con- 

centration and the mobility of defects. Both these parameters depend on the cc-stal 

structure and large number of pubiishcd articles have appeared on this”_ 

In principle, when two solid crystals a re in contact (see Figs_ 3.17 and 3.14i). the 

diffusion of components A and B takes place at the _ Ame time across the interface AB. 

The initial position of this interface (ivhich may be indicated by an inert material) v;ilI 

not change if the rate of diffusion of both components is of the same value. If the mass. 

charge and size of the diffusing particks of each component arc different. their 

mobility differs also. The amount of the more ditTusi\-e component transported per 

unit time across the original interface is larger and the actual interface shifts. as first 

reported by HartleyJ’7, and Smi&has and Kirkendal”‘. 

Diffusion may also be affected by the presence of paths formed b_v any system 

of defects. dislocations, stackinz faults. grain boundaries. t:c. In ionic crystals, the 

transport of matter may also arise because of a diRerent rrmhiiity of atomic and 

electronic defects, due to the influence of an esternall~ applied electric tield. In some 

cases, the dilTcrence betview the diffusion rate of both components is considerable. 

In extreme cases, where the transport of one component is high due to the presence of 

highly mobile vacancies. deformation of a so!id body can occur, as illustrated in 

Fis. 3.16. This is caused 

delivered9J-9’. 

by creation of pores in the p~acrs to which the vacancies are 

effecf 

cc,;!cc! 

Fig_ 3.16. Deformation OT tnx.~ reacting so:i& dfce to the difTercnr mobilities of diEwing species (the 
dots mark the line of contact). . 

The formation of a product phase in a solid-state reaction knpiies that. at some 

stages, entities fore&n to the perfect host reactant solid. name&. vacancies. interstices, 

foreign atoms or ions. or a simple combination of point defects. must azgrezate into 

an ordered array. which ultimately becomes a cq%al cf the product phase. Even 

thou,oh there is no direct evidence for this process, it is c!ear that the existence of 

attractive interactions bettvcen defects is a necessary condition for asgre_cation and 

phase separation _ 96 Point defects, whether interstitial. substitutional or \-acancy, will 
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tend to display repulsive interactions because of elastic and coulombic interactions. 
However. charged simple defects tend to associate with sirr.,ie defects of opposite 
charge, for instance. 

(a) Electrons with vacant anion sites (to form F-centres e/O-). 

(b) Anion vacancies with anions of greater charge. 

(c) Migration of point defects to dislocations to relieve elastic stresses, etc. 

The simple case of an a=, moregation of F-centres in sodium chloride is demon- 

strated in Fig. 3-17 where the prenucleus, marked by a dashed line, is the precursor of 
a new phase to form Xa metal as it becomes large enough to be thermodynamically 

stable- 

.va c: ElC E NC No Cl NC Cl .‘ic 
.---------- 

Ci Na C! ‘30 Cl Cl : ::c !-r . . :,, 
I..“, b 

h’s L-T &o Cl Id NC __.-, 

Cf Pia Cl N,- Ci 

i---______i 
Na CL Iv’s C! Tdu’ 

Fig_ X17_ Prcnucie~~~ formarion by ordering of defects. 

The nuclei growth is often conditioned by the existence of screw diskations 

uhich make possible a rapid incorporation at relatively low concentrations. The 
screw disiocations are formed in small prenuclei at the surface of a matrix crystal by 

a mechanism where the coherency stress is reIieved by the generation of dislocations 
which intersect the surface and promote the spiral growth9’. This model also fits 

experimenta observations for epitaxial growth of reaction products on a reactant 

single q-stal, where the crystals of product hold certain phase (epitaxe) or volume 
(topotae) orientation with regard to the host structure_ The direction of the screw 

disIocation is given by the slip in the product network. If the single crystal surface is 

appropriate, thzn the screw dislocation will emerge from the free surface an< a 
crystal of the product will grow with preservation of the built-in epitaxial relationship. 

If a gaseous product is created by a solid-state reaction, the nucleation 

mechanism cn the energetically rich points is also to be dealt with. One of the in- 
vestigated processes is the thermal decomposition of azides96. It was shown that the 
first step was the absorption of radiation, as a result of which an electron is excited 
from the valence band (N3 band) thus producing a positive hole in the N, band and 
an electron in the conduction band (M’ band)_ The conduction electron is sub- 
sequently trapped to produce the free metal product (M) and the positive hole 
associates with a suitable site to give rise to the gaseous product. 

It is quite evident that there are additional aspects such as the influence of 
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structure, the conditions of experiment, material histoT. on solid-state reactions 
which have not been included in this review. 

3.5.5. lnnterpretation of kinetic equations 

A knowledge of the mechanism of the process enables the interpretation of the 

rate equation in terms of molecular quantities characterising the system studied. An 
excellent example of such an approach is the Wagner theory of copper tamishingSJ “. 

The reaction in the steady state proceeds in three successive stages: 

I) An oxygen molecule striking the surface of Cu,O dissociates and is 
chemisorbed in a monolayer which creates Cu i vacancies and Cu’ + holes. 

2j The vacancies and holes difiuse through the Cu,O iayer to the Cu,O-Cu 

interface. 

3) Atoms jump into the vacancies and free eIectrons fill the holes. 

Diffusion is the slowest process in the reaction and is the rate determining step. 

Using this idea, Wagner has derived an equation for the rate ofgrowth of an oxide layer, 

x 4x 300 “Iro,W 
---=_ 
V, dr I Fz,-, + e, 3’ _. poz(o) 

at, &” + + to=) b,, (3.72) 

where x = 
crc = 

.F = 
N = 

e0 

&+j z 

G = 

fi = 

PO2 = 

the oxide layer thickness 

the volume of CuzO per Cu atom 
Faraday (96 500 couiombs) 
Avogadro’s number 

elementary charge 

charge of Cu’ ions 
specific conductance of CuzO layer 
transfer numbers 

; 

chemical potential of O’- ions. the value of which on Cu;CuzO 

boundary is /r,,(U) and equals po2(x) on the Cu,0(02 boundary. 

For our case, I, for holes is unity, ti for oxygen equaIs zero, O”- does not move 

and fi for Cu’ vacancies could be measured by an electrochemical technique. 
Ekctrical conductivity of CuzO depends on the concentration of holes, which 

is a function of the partial pressure of oxygen 

G = o0xp;;T (3.73) 

where co is the conductivity at po2 = I atm. Introducing 

dp,, = RT d In po, (3.74) 

and using eqn. (3.73), one obtains by integration of equ. (3.72) 

x dx 300a0tcU+ RT . --= 
V, dt 2 FNeo 

( [po,(x)-y - [Polmlf~7~ (3.75) 

The rate of oxidation must be a Iinear function of (POJ1/‘. A11 constants on the 



right-hand side of eqn. (X75) can be measured directly. The calculated rate of 
oxidation is in good agreement with the value obtained from the kinetics measure- 
ment_ The results represent excellent proof of the suggested mechanism of the process. 

From the above it can be seen that the field of heterogeneous reactions is vast*_ 
and is difficult to classify and describe in an objective manner. It is the object of this 

review to satisfy the present need of a more critical and detailed approach to the 
physicochemical studies of heterogeneous reactions with regard to the methods of 

thermal analysis_ Bearing in mind the broader aspects of thermal analysis, it is useful 
to include a typical technological appraisal of the above problems. 

3.6_ Heferogenro~rs processes under actual esperimenta! conditioi~s 

3.6.1. hgineering approach 

In the preceding part more-or-less idealized conditions were considered to 
analyze the physico-chemical character of the processes investigated. It is possible to 
separate experimentally the individual processes as referred to the above-suggested 
models. On the other hand. the engineering approach to the description of a hetero- 
geneous reaction based on the shrinking unreacted-core model of a system of single 

solid particles. is formulated from a procedural, macroscopic point of view’OO-‘O’. 
The effects accompanying diffusional and hydrodynamic conditions are super- 
imposed on the main physico-chemical process of the new phase formation. Further- 
more_ the engineers have a more realistic standpoint to the conditions under which 
the reaction actually proceeds’. 

. 

Fig 3. IS_ Actual tcmprzture and concentration profiles for a shrinking-core model of an exothermic 
reaction. 

*See Nore aa%d in proof on r_‘_ 443. 



In Fig. 3.18, the actual profile * O2 of temperature and concentration for a 
shrinking-core model of an exothermic reaction is sho\vn in order to aid in under- 
standing the ectua1 conditions during a heterogeneous process (compare with 
Fig_ 3.5). In the design of heterogeneous chemical reactors, the following five 
rate-determining steps are basically accounted for (not considering heat Transfer): 
(1) diffusion of a gaseous reactact across the gaseous film into the solid pariicle 

surface; (2) penetration of the gaseous reactant through the layer of inert product 
into the reacting interface; (3) chemical-like reaction at the interface: (4) diffusion of 
the gaseous product back to the surface; and finally (5) diffusion of the gaseous 
product through the adher& = gaseous fayer. Steps (I) and (4) and/or (2) and (5) are 
mathematically almost identical differin g only in the sign. In the usual engineering 
terms, the rate-determining step can be found by means of a plot’ of the normalized 
time ratio, I/T, vs. the ratio of reacting r per initial particle radius r. _ The term, I, is the 
instantaneous time and r is the time necessaq’ for total process completion (see 

Fig. 3.19). in addition, it is necessary to take into account not only the mass but also 

Fig_ 3.19. The determination of five possible rate-limiting steps. 

the heat balance which results in a complicated relation. particularly for esothermal 
reactions. The best approach seems to be to analyze the effects of the heat of reaction. 

mass and heat transfer. etc., on the overall reaction rate of a single particle in the 
conventional terms of the effectiveness factor, ql, defined as: 

tt, = acfrral (oreraN) reaction rate (reaction rate obtainable when the reaction 
site is exposed to the gas concentration and temperature of the bulk gas 

phase). 

This effectiveness factor, qs, is based on the concentration and temperature in the 
bulk gaseous phase, which remains constant during the reaction and corresponds to 
the dimensionless rate per unit surface of reaction interface. When qs is plotted 
against the fraciional conversion, CC_ of the solid reactani, the thermal instabilities and 

the transitions in the rate-controlling phases, provided they exist, are easily pointed 

auf, as shown by Ishida and Wen”‘. Furthermore, a positive slope of the r vs. of, 
curve (dqJdsr>O) indicates the existence of a geometrical instability in which the 
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reaction interface may become uneven and the shrinking-core model may not be 
applicable- 

3.62. Tirermai condirions during Jretcrogeneous processes 
The processes considered in the preceding sections can proceed under various 

conditions given by both the time and space distribution of temperature throughout 
the system investigated. In principle. the following four cases may be distinqished: 

(I) The temperature is constant in time and uniform throughout the system. 

(2) The temperature is time dependent <e_,o_, IinearIy or inverseIy proportional 
to time) but is independent upon space coordinates in the system_ 

(3) The temperature is not dependent upon time but is a function of the space 
coordinates in the system. 

(4) The temperature varies with either time or the location in space coordinates. 

The first two cases are convenient for ordinary kinetic studies: as the process can 
be realized by a defined path. It is. of course, to be taken into account that there arises 
an ;r.evitabIe difirrence betw-een the desired and actual experimental conditions’ i 5_ 
AC tually, the first approach is the goundwork of “classical” isotherma techniques 
o- investigation whiIe the second, which is not widely accepted as yet, will next be 
consikred in detail’0”~‘03. 

In connection with the last two points, it seems necessary to stress the thermal 
instability of some exothermic heterogeneous reactions studied under non-iscthermic 
conditions. As an example, the combustion of solid and,!or Iiquid fuels and some 
special types of the reduction by hydrogen (FeS) or the oxidation by oxygen (ZnS) 

Fig. 3.20. Schematic diagram CC rale of heat generation against temperature (see text). 



may serve. This thermal instability was first pointed out by Van Heerden’“” while 
studying different types of sohd-gas reactions and later anaI_vzed b_~- Cannon and 

Denbioh”‘, In the case of the ox;datioq of ZnS. two main points should be noted: c 

(I) The way in which the curves of heat generation and heat loss intersect each 
other. 

(2) The variation of the impedance of the reaction product build up against 
heat loss passage. 

A schematic diagram of the first case, as illustrated in Fig. 3.20, shows the 
sinmoidal shaped curve of heat generation and the Iines of heat loss for an exothermic 
solid-gas reaction as a function of temperature. At lower temperatures, the heat 
generation is controlled by the reaction kinetics and the temperature dependence is 
exponential. However, at higher temperatures the ditiusion through the product Iayer 
becomes the rate-controhing process and the rate of heat generation is almost 
temperature independent. If the rate of heat-loss is rapid, the line of heat loss inter- 
sects the heat generation curve in the region of comparatively low temperatures 
(point S) and a stationary state is established where the rate determining process is 
the phase-boundary reaction_ Similarly, at very Iow rates of heat loss (point B) the 
stationary state is also attained with the diffusion as the rate-determining step. 
Within the retion between points E and G, thermal instability is then created (see 

dashed lines). Although at point F heat loss is equal to heat generation, it is a meta- 

stable point in the sense that any smaII decrease of temperature at the reaction stirface 
will cause the system to fall to point E and any small increase will cause the system to 
rise to point G. Both changes are accompanied by a sudden change in the rate 
determining process. it can also be seen that only one crossing point exists when the 

temperature of the surrounding gas, 7*_ is either extremely low (T,) or extremeiy 
high (TJ (see dotted Iines parallel to EFG). Criteria of this instability are given by 
Atis*06 and Wen and Wang i Oi. 

The second cause of instability can be the growth of the product layer”‘. A 
smaII deviation in the Iayer thickness tends to expand, resulting finaliy in ar auto- 
catalytic type of the layer build up_ With the shrinking core of particles, the generation 
of heat is decreased, but, at the same time, the rate of heat loss is also decrease& due to 
the increasing thickness of product layer. If the second phenomenon overcomes the 
first one, the interface temperature is elevated up to the point where the system 
becomes unstable_ 

Nore added in proof 

For comparison see also the classification made from the viewpoint of metaho- 
graphy: spinodal and eutectoid decompositions, precipitation from solid solutions, 
ordering reactions, martensitic, bainitic and massive transformations (C. W. P’ayman, 
Ann. Rec. iWafer_ Sci_. 1 (1971) IS5) and/or the approach which considers the 

equilibrium background in solid-state kinetics: invariant, variant and permanent 



processes starting from a stable or metastable initial state. processes characterized by 
multip!e parameters and combined processes (P_ Holba and J. Se&k. Proc. 6111 
C&L-/I. Cor$ Ihc~m_ ha?__ Ocroher 1973, SVST, Bcxisinvrl. I973. pp. PI-PI 2)_ 
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