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Abstract 

The present recommendation of the GEFTA working group “Calibration of Scanning 
Calorimeters” allows a precise heat and heat flow rate calibration of scanning calorimeters, 
largely independent of instrumental, sample-related and experimental parameters. Electric 
energy, electric power, heats of transition and heat capacities of suitable calibration sub- 
stances are used for calibration. The measuring method, measuring and evaluation proce- 
dure, calibration materials, significant influencing factors, sources of error and detailed 
examples are presented for these calibration methods. Besides specific problems of heat 
measurement (interpolation of the baseline for the peak area determination) and heat 
capacity measurement (interpolation between initial and final isotherms, determination of the 
true heating rate of the sample, thermal lag of the sample), general aspects (thermodynamic 
fundamentals, difference between heat and heat flow rate calibration factor, weighing 
procedure) are also discussed. 
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1. Purpose and scope of the Recommendation 

The present Recommendation allows a correct caloric calibration of scanning 
calorimeters to be carried out independently of the instrumental parameters, up to 
a temperature of 1000 K. (“Scanning calorimetry” covers, among other things, 
differential scanning calorimetry (DSC).) 

After reference to the relevant documents (Section 2), Section 3 gives the 
definitions of the terms which are important in caloric calibration, and Section 4 the 
rules according to which the relevant quantities (heat flow rate, heat) are deter- 
mined. The calibration procedures are dealt with in Section 5, and suitable 
calibration substances are listed in Section 6. The Annex contains examples of 
calibrations and basic remarks on caloric calibration. 

It is the purpose of this Recommendation to unify the methods used and thus 
eliminate error sources which would affect the reliability of calibration if other 
procedures were followed. As regards the caloric calibration of scanning calorime- 
ters, particular mention must be made of the systematic difference between heat 
flow rate calibration and heat calibration (peak area calibration), the absolute 
amount of which is a function of the kind of measuring system used (see Annex 
A5). Because of this systematic difference, both the heat flow rate calibration (for 
the measurement of heat flow rates and heat capacities) and the heat calibration (to 
measure heats of transition and reaction) must be carried out. This also describes 



132 SM. Sarge et al./Thermochimica Acta 247 (1994) 129-168 

the scope of this Recommendation: the precise caloric calibration of scanning 
calorimeters intended to measure heat flow rates/heat capacities and heats of 
transition/reaction. 

2. Documents to be taken into account 

2.1. Recommendations for the nomenclature [ 1,2] 

John 0. Hill (Ed.), For Better Thermal Analysis, 3rd edn., International Confed- 
eration for Thermal Analysis (ICTA), 1991, ISBN 095 1762400 (may be obtained 
from Prof. P.K. Gallagher, Department of Chemistry, Ohio State University, 120 
West 18th Avenue, Columbus, OH 43210-1173, USA). 

Quantities, Units and Symbols in Physical Chemistry, 2nd edn., International 
Union of Pure and Applied Chemistry (IUPAC), Blackwell, Oxford, 1993, ISBN 
o-63243583-8. 

2.2. Recommendations for temperature calibration [ 3,4] 

G.W.H. Hohne, H.K. Cammenga, W. Eysel, E. Gmelin and W. Hemminger, Die 
Temperaturkalibrierung dynamischer Kalorimeter, PTB-Mitteilungen, 100 ( 1990) 
25-31; The temperature calibration of scanning calorimeters, Thermochim. Acta, 
160 (1990) 1-12. 

H.K. Cammenga, W. Eysel, E. Gmelin, W. Hemminger, G.W.H. Hohne and 
S.M. Sarge, Die Temperaturkalibrierung dynamischer Kalorimeter II. Kalibriersub- 
stanzen, PTB-Mitteilungen, 102 (1992) 13-18; The temperature calibration of 
scanning calorimeters. Part 2. Calibration substances, Thermochim. Acta, 2 19 
(1993) 333-342. 

3. Definitions 

Caloric calibration comprises heat flow rate calibration and heat calibration (peak 
area calibration). 

Heat J~OW rate calibration means the unique assignment of the heat flow rate 
measured by the calorimeter to the true heat flow rate taken up or released by the 
sample. The measured heatflow rate is proportional to a difference between the heat 
flow rate to the sample and the heat flow rate to the reference sample, which is in 
turn proportional to the temperature difference between sample and reference 
sample measuring system. The displayed heatjlow rate also covers the zero line heat 

flow rate which occurs only as a result of asymmetries of the empty measuring 
systems (possibly with empty crucibles) (see below). 

Heat flow rates taken up by the sample count as positive (endothermic), and heat 
flow rates released by the sample count as negative (exothermic). The symbol of the 
heat flow rate is @ and the unit is the watt (W). As proportionality factor, heat flow 
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rate calibration determines the calibration factor K@ and its dependence on parame- 
ters (e.g. temperature); the calibration factor KQ links the measured heat flow rate 
@‘m with the true sample heat flow rate @‘tr 

% = KD% (1) 

The measured heat flow rate @‘, is obtained from the displayed heat flow rate (Dd 
and the zero line heat flow rate a0 

o)m=@,j-@)O (2) 

Heat calibration Speak area calibration) means the unique assignment of the heat 
measured by the calorimeter (peak area) to the true heat taken up or released by the 
sample as a result of transition (reaction). 

The measured heat is assumed to be.proportional to the area between the curve 
of measured values Q,(t), (t is time) and the interpolated baseline (see Annex A2) 
(peak area). In the following, a straight line between the peak onset, @,(ti), and the 
peak offset, am(&), is selected as the interpolated baseline. 

Heat taken up by the sample is counted as positive (endothermic), and heat 
released by the sample to the environment is counted as negative (exothermic). The 
symbol of heat is Q; the unit is the joule (J). Heat calibration determines as the 
proportionality factor the calibration factor K, and its dependence on parameters 
(e.g. temperature); the calibration factor K, links the measured heat (2, with the 
true sample heat Q,, 

Q,, = f& Qm 

The calibration factors KQ and Kp differ (see Annex A5). 

(3) 

4. Determination of relevant quantities from the curve of measured values 

In an endothermic process (see Fig. l), the calorimeter records a heat flow rate 
signal over the temperature. The curve of the values measured by the calorimeter 
with the crucibles empty is the zero line. 

The terms required here, which are defined in the Recommendations for the 
Temperature Calibration of Scanning Calorimeters (see Section 2) are as follows: 
peak, curve section between T and T,; in,terpolated baseline, here a straight line 
between T and T,-; initial peak temperature, 7r,; final peak temperature, T,. 

Corresponding points of time are assigned to these characteristic temperatures 
(Fig. 1, initial peak time ti and final peak time tr). With the aid of the heating rate 
p = dT/dt, the relation between program temperature and time is obtained as 

t=(T-T,,)/~-=T=T,+/?t (4) 

where T,, is the starting temperature. For the relation between sample temperature 
and program temperature see Annex A3. 

The quantities necessary for heat flow rate calibration and heat calibration are 
defined in the following. 
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t st ‘i 

time f - 

t st +, +f +end 
time f -0 

Fig. 1, Endothermic heat flow rate md displayed by a differential scanning calorimeter as a function of 

the time t (top). The heating program is started at the time tSt and switched off at the time tend. The 

characteristic times ti and lf designate the peak onset and the peak offset. The interpolated baseline is a 

straight line in the peak area between Q,,(tJ and md(tf). The zero line heat flow rate mO (separate 

measurement) is due to the thermal asymmetry of the differential measuring system, including the 

crucibles. In thi: stationary case, the baseline heat flow rate @,, is proportional to the heat capacity of 

the sample and to the heating rate (empty reference sample crucible). The heat flow rate @,,, is due to 

the transition of the sample substance. The lower figure shows the measured heat flow rate @,,, as the 

difference between the displayed overall heat flow rate @d and the zero line heat flow rate @, determined 

by separate measurement. The peak area is the area A between the curve of measured values and the 
interpolated baseline (see also Annex A2). 

In the case of transitions (see Fig. I), the displayed heat flow rate @‘d (with the 
reference sample crucible empty and crucibles of the same heat capacity) is 
composed of the zero line component (I+,, the component for the sample heat 
capacity $,, cc Csfl and the component for the transition mtrs 
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The heat flow rate Q,,, flowing into the sample is obtained from the vertical spacing 
between the zero line and the curve ad(t), at,, from the spacing between the zero 
line and the interpolated baseline, and @‘t,.s from the spacing between the interpo- 
lated baseline and the curve of measured values ad(t) or Q,(t). The zero line heat 
flow rate (I+, is obtained from the spacing between the zero display of the 
calorimeter and the zero line. With modern scanning calorimeters, the ordinate 
value Od is recorded in watts so that the calibration factor KQ is given without 
dimension (unit W/W). 

The measured heat Q, is represented by the peak area A (Fig. 1). For the correct 
determination of the heat of transition, reference is made to the relevant literature 
(see Annex A2). 

In the peak area determination in general, the area determined with the aid of a 
straight line as the interpolated baseline is an approximation for the heat of 
transition. This linear baseline can be approximately assumed for the transitions of 
the pure substances (e.g. when indium is melted) proposed here for caloric 
calibration, because in these cases there are only slight differences between the heat 
capacity of the solid and liquid phase. Another prerequisite is that the conditions of 
heat transfer do not change during transition. 

For the peak area A 

A = 
s 

‘l‘[@,(t) -(I+,,(t)] dt = 
‘1 s 

Q Q+,,(t) dt (6) 
fi 

In peak area calibration, the measured heat Q, is taken directly as the peak area A 

Q,, = K,Qm = J&A (7) 

As a product of heat flow rate and time, the peak area is in joules so that the 
_ calibration factor K, is given without dimension (J/J). 

5. Calibration procedure 

The calibration factors Ka and K, are functions of various parameters (e.g. 
temperature, heating rate, sample mass) (see Annex A5). Due to the complex (and 
generally unknown) dependence, the calibration procedure should basically be as 
similar to the measurement procedure as possible. Any dependence can be detected 
by two calibration measurements with the parameter in question being varied; this 
parameter is selected so that the effect of the subsequent measurement is included 
in the effect of the two calibration measurements. To detect nonlinear dependences, 
it is recommended that at least one calibration measurement be carried out in the 
interpolated interval. Special attention is drawn to the fact that KQ and Ka are 
usually functions of the heating rate; the same heating rate must therefore be used 
for calibration and measurement. 

The following effects have proved to be suitable for the calibration of 
scanning calorimeters: electrically generated heats and heat flow rates which can be 
directly measured with high accuracy; heats of phase transition and heat flow rates 
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which result when the temperature of a material of known heat capacity changes 
and which are indirectly realized with calibration substances. 

The procedures described below are applicable both to heating and cooling. 
There are, however, restrictions for heat calibration by means of heats of transition 
in the cooling mode (see Section 5.2.1). 

After the calorimeter has been calibrated for the whole temperature range, the 
validity of this calibration should be verified by regular selective checks. It is 
recommended that temperature calibration will have been carried out for the 
calorimeter by the method recommended by GEFTA (for references see Section 2) 
so that the corrected temperature corresponds to the true temperature in the 
isothermal state (for heat flow rate calibrations by means of a known heat capacity; 
see, however, Annex A3). 

5.1. Heat Jtow rate calibration 

51.1. Heat flow rate calibration by means of a known heat capacity 

Under ideal conditions, the difference between the true heat flow rates into the 
sample (Qr) and into the reference sample ( @R,tr) is given by the difference 
between the heat capacities (generally heat capacities at constant pressure C, ; also 
see Annex A4) of the sample C’s and the reference sample CR multiplied by the true 
heating rates 

In practice, the true heating rates dTs/dt and dT,/dt are replaced by the average 
heating rate p determined experimentally (see Annex A3). The true heat flow rate 
difference A(&* is determined from two curves of measured values. The first curve 
is the result of a measurement with sample and reference sample (sample measure- 
ment, Q,, = AQjsR) and the second curve is obtained from a measurement with the 
crucibles empty (crucibles of the same mass as in the first measurement, zero line, 
O)d = QO). The difference between the two curves of measured values, multiplied by 
the calibration factor, yields the true heat flow rate difference 

A(&, = &,( A@,, - Q+,) (9) 

The zero line describes the asymmetry of the measuring system and of the crucibles 
used. The following is therefore valid for the calibration factor: 

K = (Cs - CR)P 
’ A& --(I+, (10) 

To increase the symmetry of the arrangement, a reference sample with a heat 
capacity similar to that of the measurement sample can be used. Generally, 
however, the measurements are carried out with the reference sample crucible 
empty, i.e. CR = 0 and @, = @s, so that 

I+* 
S 0 

(11) 
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5.1.1.1. Calibration procedure. Every measurement consists of three steps which can 
also be identified in the curve of measured values (see Fig. 2). To determine the 
starting line ~iso,st, the measuring system is first kept isothermal; subsequently, the 
temperature interval of interest is traversed up to the final temperature at the 
desired heating rate (generally 10 K min-‘). Then the end line Qiso_, is determined 
in the isothermal state. For the measurement with crucibles empty, 00, and the 
calibration sample measurement, @S,cal, the same temperature program is used. 

If the isothermal starting and end lines of calibration sample measurement and 
measurement with the crucibles empty are displaced in relation to one another, this 
will be corrected for by subtraction of two interpolated straight lines mi (see Figs. 
2 and 3). To obtain these, the heat flow rate value of the isothermal starting line at 
tst and the heat flow rate value of the isothermal end line (extrapolated to tend) are 
required. The transformation of Od(t) into @L(t) (from Fig. 2 to Fig. 3) is 
performed according to the formula 

@iI Ct> = @dCt) - @iso,st + %o,end - @iso,st t 
end 

_ t (t - tst) 
St 1 

(12) 

With the relationship T =f(t) (which is usually nonlinear; see Annex A3), the 
following is valid for the calibration factor of heat flow rate measurements K,(T): 

(13) 

For the calibration, the following procedure is to be followed: 
(a) The calibration substance is to be selected in accordance with the require- 

ments of Section 6. 

calibration sample measurement I& 111,] 

nes 2 j%&rement with crucibles empty lYiso,end 

$o.st) I (zero line f#qJ I 

t st Andy 

time f - 

Fig. 2. Procedure for the heat flow rate calibration by means of known heat capacity. 
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alibration sample measurement C#,,ll 

easurement with crucibles empty 

ine(@;,,,,t )I (zero line @() 
d 

end line 

f st 
time f - 

f end 

Fig. 3. Calculated heat flow rate W:, after correction for the displacement of the isothermal starting and 

end lines (baseline and zero line). 

(b) Measurements are to be carried out with at least two calibration samples of 
different heat capacity (mass); these are to be selected so that the heat capacity of 
the sample lies between the heat capacities of the calibration samples. Prior to each 
measurement of the calibration sample, a measurement with the crucibles empty is 
to be carried out. Each calibration sample measurement should be performed the 
same day as the associated measurements with the crucibles empty. 

(c) Measurement samples and calibration samples are to be weighed into 
crucibles the shapes, sealings, emissivities and masses of which are as similar as 
possible or identical. 

(d) Each of the three sections of the temperature program must last long enough 
to ensure quasi stationary conditions. This is the case after three to ten times the 
time constant r (see Fig. 2) to be taken from the curve of measured values. 

(e) Each measurement is to be repeated three times, and the same temperature 
program is to be used. The calibration sample measurements are to be carried out 
alternately with the associated measurements with the crucibles empty. 

(f) In the quasi stationary range, related pairs of values obtained from measure- 
ments with the crucibles empty and calibration sample measurements are to be 
evaluated according to Eq. (13) and average values of K,(T) are to be calculated 
for each sample. Differences in the mass (heat capacity differences) of the crucibles 
used for the measurements with the crucible empty and for the measurements of the 
calibration sample are to be taken into account by computation. 

5.1.1.2. Systematic and statistical uncertainties. The overall uncertainty of calibra- 
tion is basically composed of individual uncertainties, some of which can be 
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estimated only in terms of the order of magnitude. Attention is to be paid to the 
following points. 

(1) The tabular values found in the literature and the fitting polynomials 
calculated from these values for the heat capacity of the calibration materials are 
affected by uncertainties. 

(2) The weighings and reweighings (calibration sample crucible, empty crucible, 
calibration sample) are affected by uncertainties. 

(3) The measurement of both the calibration sample and the empty crucibles 
(zero line) is affected by an uncertainty which results from the noise of the curve of 
measured values and the repeatability error. 

(4) When the displacement of the isothermal starting and end line is allowed for, 
a linear temperature dependence of the displacement is assumed to a first approxi- 
mation (see Annex A3). 

(5) Particularly in the case of heat flow rate differential scanning calorimeters, 
the measured signal of heat flow rate is greatly dependent on the thermal coupling 
between sample and measuring system. The positioning of the sample in the 
crucible and of the crucible in the measuring system is therefore of particular 
importance for the magnitude of the repeatability error of the measurements. 

(6) In the scanning mode, temperature gradients occur inside the sample and 
between sample and temperature sensor so that, (1) a mean sample heat capacity is 
measured over a temperature interval, (2) the temperature displayed by the calorimeter 
does not correspond to the mean sample temperature, and (3) the true sample heating 
rate is modified. The magnitude of these effects depends on the heating or cooling 
rate selected, on the heat capacity of the samples, the crucibles and the measuring 
system, and on the prevailing heat transfer conditions (see Annex A3). 

(7) The selected evaluation limits, which are determined by the switch-on behaviour 
of the calorimeter, and the applied evaluation algorithms influence the result. 

5.1.2. Heat Jlow rate calibration by means of electrical power 

Heat flow rate calibration should be carried out by means of electrically gener- 
ated heat flow rates if there is enough space for a heating resistor and its supply 
lines. With disc-type measuring systems, this is only exceptionally the case. For 
DSC devices with a cylindrical measuring system, calibration heaters are often 
commercially available. 

For the amount of heat flow rate ((&I generated in an ohmic resistor R 

(%I = lJI (14) 

is valid. The voltage U and the current I can be determined with high accuracy and 
thus a potential temperature dependence of the heating resistor is also covered. The 
measured heat flow rate a,,, is given by the difference between the displayed heat flow 
rate Qd, with the electric current switched on, and the zero line heat flow rate a0 with 
the electric current switched off (O,, = md - ‘I),,). The calibration factor then is 

(15) 
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Fig. 4. Circuit diagram for determining the power in electric calibration. E,, is the power supply, U the 

voltage measurement, I the current measurement and R the calibration resistor. 

5.1.2.1. Calibration procedure. For electrical calibration, a heating resistor must be 
installed in the calorimeter, in the place of the sample. Calibration heater and supply 
lines are to be selected such that the Joule heat in the calibration heater is maximal 
and the heat conduction to the environment minimal. 

The heating power is determined by simultaneously measuring current and voltage 
using four wires. Two-wire measurement will be appropriate only if the temperature 
dependences R(T) of both resistances and the ratio of the calibration resistance to 
the supply line resistance are known (see Fig. 4). 

The calibration measurement is carried out by analogy with the procedure 
described in Section 5.1 .l.l (a) to (f); however, the following differences should be 
noted: 

(i) In the place of the calibration substance, the calibration heater is used to realize 
a defined heat flow rate. 

(ii) In place of calibration samples with different heat capacities, different heating 
powers are to be selected. 

(iii) During the measurement, the calibration heat flow rate IQtrI = UZ is to be 
switched on and off several times. The separate determination of the zero line can 
thus be dispensed with, and a curve such as that shown in Fig. 5 is obtained. 

5.1.2.2. Systematic and statistical uncertainties. The overall uncertainty of calibration 
is influenced by the following parameters: 

( 1) Uncertainty of measurement of the electrical quantities U and I. 
(2) In the electric supply lines, the Joule heat l(&,, = I*R, is generated, which 

contributes to an unknown extent to the heating of the sample. Annex Al.3 (example 
of a calibration) describes how this error can be corrected. 

(3) The electric supply lines constitute an additional heat leak which is difficult 
to determine and can vary with the measurement temperature. The overall leak of 
the measuring system is altered by the supply lines so that the transferability of the 
calibration result to the subsequent measurements becomes uncertain. 

(4) The heat transfer resistances of calibration resistor and measurement sample 
to the measuring system are different and can give rise to systematic differences. 

(5) As to further uncertainties, reference is made to Section 5.1.1.2, points (3) 
(noise and repeatability error of the curve of measured values), (5) (positioning of 
the calibration heater in the crucible and measuring system) and (7) (evaluation). 
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. 

time f - 

Fig. 5. Curve of measured values and interpolated baselines in heat flow rate calibration by means of 

electric power. See text for explanation. 

5.2. Heat calibration 

5.2.1. Heat calibration by means of a known heat of transition 

Under ideal conditions, the true sample heat Qtr is equal to the enthalpy 
difference Atr,H in the case of a first-order phase transition of the calibration 
substance. According to Fig. 1 and Eq. (7), the true sample heat Q,, is linked with 
the measured peak area A. 

According to Section 4, the following is therefore valid for the calibration factor 
K, at the temperature T,,, of the transition: 

K (T 
Q trs 

)=&=e,= 
Qm A 1; [Q,,,(t)?@,,,(t)] dt ’ j:f [Q,,J:t,Jt)] dt (16) 

Note that in principle integration is to be made over the time and not over the 
temperature (see Annex A4). 

In reality, the true heat of transition Q,, can differ from the enthalpy of transition 
At,,H (see Annex A4, Eq. (A9)). As a result of the temperature dependence of the 
enthalpy of transition (see Annex A4, Eq. (A13)), the heats of transition occurring 
in the cooling mode can differ from those occurring in the heating mode if there is 
large-scale undercooling. 

5.2.1.1. Calibration procedure. The calibration is to be carried out as follows: 
(a) The calibration substances are to be selected in accordance with the require- 

ments of Section 6; their transition temperatures must cover the temperature range 
of interest in sufficient number. 
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(b) Measurements are to be carried out with at least two calibration samples 
having different heats of transition Qtr (mass); the masses are to be selected so that 
the heat measured for the sample lies between the heats of transition of the 
calibration samples. The calibration samples should be measured the same day, if 
possible. 

(c) Samples under investigation and calibration samples are to be weighed into 
crucibles, the shapes, sealings and emissivities of which are as similar as possible or 
identical. 

(d) According to the heating rate selected (generally 5 K min-‘), the starting and 
end temperature of the calibration measurement must be selected such that the 
baseline between ti and t, (see Fig. 1) can be clearly interpolated. To achieve this, 
the scanning section of the temperature program must be long enough to ensure 
quasi stationary conditions both prior to and after phase transition. 

(e) Each measurement is to be repeated three times, and the same temperature 
program is to be used. Each time the calibration sample and the crucible are to be 
removed from, and placed back into, the measuring system. 

(f) The calibration factor &(T) is to be calculated for each measurement. For 
each sample (mass) the average value of KQ is computed. 

5.2.1.2. Systematic and statistical uncertainties. The overall uncertainty of heat 
calibration determined from a known heat of transition is composed of the 

following individual uncertainties: 
(1) The values given in the literature for the enthalpy of transition are affected 

by uncertainties. In addition, the difference between the thermodynamically defined 
enthalpy of transition and the heat of transition determined in the scanning 
calorimeter is to be allowed for. 

(2) The weighings and reweighings (calibration sample crucible, calibration 
sample) are affected by uncertainties. 

(3) The noise of the curve of measured values and its repeatability error 
influence the determination of the peak area. 

(4) The determination of the peak area is affected by an uncertainty which 
depends on the type of baseline construction (see Annex A2), the position of the 
integration limits (ti and tr in Fig. 1) and the evaluation algorithm. 

(5) Particularly in the case of heat flow rate differential scanning calorimeters, 
the measured heat signal also depends on the thermal coupling between sample and 
measuring system. The positioning of the sample in the crucible and of the crucible 
in the measuring system is therefore of importance for the magnitude of the 
repeatability error of the measurements. It must be taken into account that after the 
first melting, due to the surface tension, metals generally form a sphere with a small 
contact area with the crucible bottom, whereas organic materials generally wet the 
crucible bottom after the first melting. 

5.2.2. Heat calibration by means of electrical energy 
Heat calibration should be carried out by means of electrically generated heat if 

there is enough space for a heating resistor and its supply lines. DSC devices with 
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a cylindrical measuring system can generally be easily calibrated with electrical 
energy using a calibration heater. With disc-type measuring systems, this is possible 
only in exceptional cases. The practical realization of a calibration heater is difficult; 
commercial devices are not available. 

For the amount of the Joule heat IQ,,1 released in an ohmic resistor 

IQ,,] = 
s 

” UZdt (17) 
*I 

is valid where U is the voltage, I the electric current and t the heating time, 
all of which can be determined with high accuracy. A potential tempera- 
ture dependence of the heating resistor is then covered as well. According to 
Fig. 1 and Eq. (6) the measured heat Q, is given by the area within the 
integration limits between the measured heat flow rate a,,, with electric power 
and the baseline heat flow rate @,, ((I),,, = mD, - $,). The calibration factor thus 
is 

K = e,, _ e,, _ s:: UI dt 1:: UIdt 

’ Qm IAl IAl = Ij:f [@rn(O - @dOI dtl 
(18) 

5.2.2.1. Calibration procedure. To the installation of the calibration heater and 
the determination of the heating power, the specifications of Section 
5.1.2.1 (paragraphs 1 and 2) apply. In addition, the heating time is to be deter- 
mined. 

The calibration measurement is carried out by analogy with the procedure 
described in Section 5.2.1.1 (a) to (f) : however, the following differences should be 
noted: 

(i) In the place of the calibration substances, the calibration heater is used here 
to realize defined heats. 

(ii) In the place of calibration samples with different heats of transition, different 
heating powers are to be selected so that the shapes of the electrically generated 
heat pulses correspond more or less to the curve resulting from the phase transition 
of the sample measured; the peak area shall lie between the areas of the calibration 
peaks. 

(iii) To determine the temperature dependence of the calibration factor, these 
heat pulses must be generated at different temperatures. A curve such as that shown 
in Fig. 6 results. 

5.2.2.2. Systematic and statistical uncertainties. As regards the estimate of the 
overall uncertainty, the specifications of Section 5.1.2.2, points ( 1) (uncertainty of 
measurement of electrical quantities), (2) (Joule heat of the supply lines), (3) (heat 
leak through supply lines) and (4) (heat transfer resistances) as well as of Section 
5.2.1.2 points (3) (noise and repeatability error of the curve of measured values) 
and (4) (peak area determination) are applicable to the electric heat calibration. 
The uncertainty of the determination of the heating time t must also be taken into 
consideration. 
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time f - 

Fig. 6. Curve of measured values and interpolated baselines in heat calibration by means of electrical 
energy. 

6. Calibration substances 

6.1. General requirements 

For reasons of economic efficiency, it should also be possible to use calibration 
substances intended for caloric calibration for temperature calibration. Other 
requirements are as follows: 

(i) The heat capacity or the heat of transition should be known from measure- 
ments using two different adiabatic calorimeters, if possible. 

(ii) The substance must be available with sufficient purity (no measurable 
influence of impurities on heat capacity or heat of transition). 

(iii) Reactions with the crucible material and the ambient atmosphere and 
photoreactions must not occur. 

(iv) The substance must be of long-term stability, non hygroscopic and of low 
volatility. 

(v) The substance should be recognized as being physiologically safe. 
For a substance for heat flow rate calibration, the following additional require- 

ments are valid: 
(i) In the temperature range applied, no transition must take place. 
(ii) Reliable fitting polynomials must be available for the heat capacity values. 
For a substance for heat calibration, the following additional requirements are 

valid: 
(i) It must exhibit a defined first-order phase transition. 
(ii) The variation of the heat capacity due to the phase transition should be 

small. 
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(iii) The transition should be without overheating phenomena (no influence of 
nucleation). 

(iv) A reliable best value must be available for the heat of transition. 

6.2. Recommended calibration substances 

The calibration substances referred to in Tables l-3 were selected with regard to 
the criteria mentioned. Many other substances recommended in the literature were 
checked but did not meet the requirements. For example, platinum has not been 
accepted as a substance for heat flow rate calibration, because the values of the heat 
capacity are not known with sufficient accuracy (requirement: uncertainty I 0.5%; 
available for Pt: f 1%). Zinc is another example which has not been accepted as a 
substance for heat calibration, because the peak area and shape vary when repeat 
measurements are carried out in an aluminium crucible. 

6.3. Experimental conditions to be met 

The requirements of Section 6.1 are to be complied with. Furthermore, the 
following factors are to be taken into account: 

(i) For each calibration (consisting of several measurements), the calibration 
sample is to be weighed separately. When metals are used, any oxide layer is to be 
removed beforehand. 

(ii) Only one grain (crystal, particle) should be used in order to avoid multiple 
peaks (heat calibration) and to allow the calibration value to be exactly assigned to 
the temperature (effect of the temperature gradient in the crucible). 

Table 1 

Substances for heat flow rate calibration 

Substance Temperature Polynomial a Uncertainty in % Ref. Remarks 

range in K C,(T) in J gg’ K-’ 

7 

Corundum 70-300 C a,T’ 0.4-0.1 [51 NET SRM 720 

(a-A&O,) i=O (synthetic sapphire) b 

Copper 

(Cu) 

290-2250 

20-97.5 

97.55320 

i$o biTi 

6 

C c,T’ 
i=o 

i d,T’ 
,=O 

0.1-0.2 

0.1 

0.1 

f61 

No limitation on 

crucible material 

below T,, 

OFHC quality ’ 

No limitation on 
crucible material 
below T,, 

a At the limits of the respective temperature ranges, the polynomials given are also fitted with respect 

to the first derivative dC, /dT. See Table 2 for values. b National Institute of Standards and Technology, 
USA, standard reference material. c Oxygen-free, high conductivity. 
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Table 2 

Coefficients of the fitting polynomials for the heat capacity of the heat flow rate calibration materials 

i a b c d 

0 3.63245 x 10~” 

1 - 1.11472 x lo-O3 

2 -5.38683 x lo-O6 

3 5.96137 x 10-O’ 

4 -4.92923 x IO-O9 

5 1.83001 x lo-” 

6 -3.36154 x lo-l4 

7 2.50251 x 10-l’ 

-5.81126 x IO-” 1.43745 x 10-02 - 1.63570 x lo-” 

8.25981 x IO-O3 -1.21086 x lo-O3 7.07745 x 10-03 

- 1 .I6767 x IO-O5 - 1.23305 x IO-O5 -3.78932 x lo-O5 

2.17663 x lo-O8 4.20514 x IO-O6 9.60753 x lo-‘* 

-1.60541 x lo-” - 8.49738 x lo-” -9.36151 x IO-” 

7.01732 x lo-l5 6.71459 x IO-” 

- 1.67621 x IO-” - 1.94071 x lo-‘* 

1.68486 x IO-= 

(iii) The position of the calibration sample in the crucible should agree with the 
position of the sample to be investigated and with the position of the sample used 
for temperature calibration (see above, temperature gradient in the crucible). 

(iv) The furnace atmosphere, the gas pressure and the gas flow velocity and also 
the crucible must be the same during calibration and measurement. 

(v) The samples for heat calibration should not be heated beyond the transition 
temperature more than absolutely necessary ( < 10 K) to minimize reactions between 
crucible material and sample. Subsequently, the sample must immediately be cooled 
as rapidly as possible until retransition to the initial phase has been observed. 

(vi) The samples for heat flow rate calibration should be used only in temperature 
ranges in which a transition is excluded. 

As regards the compatibility of the calibration substances with different crucible 
materials, reference is made to the publications cited in Section 2.2 and Table 3. For 
bismuth, the following applies in addition: 

(i) No solubility and influence on the heat of fusion is to be expected for 
corundum (A120j), boron nitride (BN), graphite (C), silicate glass, quartz glass 
(SiO,), oxidized aluminium, iron (Fe), molybdenum (MO), tantalum (Ta), or 
tungsten (W). 

(ii) The liquefied material dissolves the crucible material, and a heat of fusion 
variation is to be expected for aluminium (Al), silver ( Ag), gold (Au) and nickel (Ni). 

(iii) The compatibility for stainless steel and platinum (Pt) is not known. 
The substance is never to be heated to a temperature substantially higher than the 
melting temperature. 

Annex 

Al. Examples of caloric calibrations 

By selecting different devices and calibration substances and a wide temperature 
range, the following calibration examples demonstrate the wide range of application 
of this Recommendation. 
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Al.1. Heatftow rate calibration by means of electricalpower 
A scanning calorimeter with cylindrical measuring system (Setaram C80) was 

calibrated between 100°C and 200°C by means of electrical power. For this purpose, 
the calibration heater supplied by the manufacturer of the calorimeter was used. This 
device displays the heat flow rate <D, as a function of the voltage U@ of the thermopile 
in microvolts. The calibration factor K of this device therefore has the unit W/V, i.e. 
ampere (A). 

When the power is determined by the four-wire technique, the heating power of the 
supply wires heated by the electric current is not taken into account and must therefore 
be determined experimentally. With a constant current source, at constant tempera- 
ture ( 153°C) six measurements were carried out at a current Ical of between 1 and 10 
mA. Each measurement consisted of three partial measurements, each at constant 
current (see Fig. Al). (a) The heating current was carried via the current supply lines 

(&I,,+, 2 ). (b) the heating current was carried via the potential taps (U,,,, + n); (c) the 
heating current was carried via a current supply line and the parallel potential tap 

(G,*+v ). With these six measurements a correction factorf, was determined which 
gives the ratio of the heat P,At (At is the heating time (here 3600 s)) produced in the 
calibration heater alone, to the heat P,, + H At generated in the calibration heater and 
in the effective portion of the supply lines (see Table Al and Fig. A2) 

From this, a mean value of fL = 0.9940 with a standard deviation on_, = 0.0008 
(0.08%) was obtained for the correction factor fr. In the following, this correction 
factor is assumed to be independent of temperature, heating rate and power. 

The calibration measurements were carried out in accordance with Section 5.1.2.1 
using a power-stabilized current source with powers of 0.1, 1 and 10 mW (see Fig. 
A3). The heating times and the times between two heating periods were 3600 s. The 
heating rate was 0.1 K mini. For the calibration factor, the following is valid: 

(a) P 2,+&i = 2p, 
(b) P ZU+H = 2pu 
(cl P I+U= PI -t 

UI 

KQ =fLwDm - ~UqJ 

a b) C] 

+ P, = (24 + R, )I,,, Output signal 

+ P, = (2R, + R, ,I&, 

-P, = (RI + R, Yh, 

(A-9 

I cal 

Fig. Al. Determination of the correction factor fL to determine the Joule heat released in the supply 

wires. 
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Table Al 

Effective power of the current supply lines 

I,,, in mA PinmW xU,,,,+,AtinuVs CU,,,o+,AtinpVs CG.r+oAtinuVs fL 

1 1.000 101577 101532 441 0.99544 

2 3.999 407138 406517 2535 0.99287 

3 8.998 914085 914317 5614 0.99399 

5 24.990 2538692 2538867 15666 0.99386 

7 48.983 4976410 4976510 30620 0.99386 
10 99.955 10152200 10152200 62436 0.99385 

Table A2 

Statistical data of the heat flow rate calibration curves determined through electrical calibration a 

PinmW s* in A2 B 

0.1 0.13643 0.91484 
1 0.00787 0.99291 

10 0.00004 0.99996 
0.1; 1; 10 0.05680 0.95466 

a P, electrical calibration power; s*, variance; B, coefficient of regression. 

4oc 
&.2/+H 
rl 

+ 

/ 

0 100 200 300 400 

f /min - 

'WJ+H I 

I 
7 U+,l+u 

Fig. A2. Electrically generated calibration peaks to determine the heating power of the supply wires 

(correction factor fr). 
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-32 

> 
p -35 

c-36 

-38 
100 110 120 130 140 150 160 170 180 190 200 

d/“C - 

Fig. A3. Heat flow rate calibration curves determined through electrically generated heat flow rates. , 
P=0.lmW;-~~,P=1mW;~,P=l0mW. 

The baseline U,,,, was determined by first calculating a square function by 
regression over the last third of each currentless period; this function described the 
curvature of the zero line of the device. From the last thirds of the two baselines 
which included the respective heating peak, a linear function was subsequently 
calculated by regression. The calibration factor for the last third of the heating peak 
was obtained from Eq. (A2). The calibration factors thus determined can be 
described by a square function. Fig. A3 shows the calibration curves for each 
heating power applied, and Table A2 the statistical data of the regression curves 
determined. 

The poor adaptation of the fitting parabola at the calibration power of P = 0.1 
mW and the apparent power dependence can be attributed to the small signal-to- 
noise ratio (S/N z 20) and the uncertainty resulting when the baseline is determined 
by interpolation; a joint calibration curve independent of the power is therefore 
obtained as a result of heat flow rate calibration (see Table A2). 

A1.2. Heat flow rate calibration by means of known heat capacities 
A scanning calorimeter with disc-type measuring system (Du Pont 1090) was 

calibrated in the temperature range IOO-300°C using corundum. To demonstrate 
the mass dependence, two sapphire single crystal discs of significantly different 
masses (129.60 and 7.79 mg) were placed in aluminium crucibles with lock-seamed 
covers. When these crucibles and two empty crucibles were selected, care was taken 
to ensure they were of equal mass (20.60 + 0.03 mg). 
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These samples were subjected to the procedure described in Section 5.1.1.1. The 
temperature program was 5 min at lOO”C, heating rate 10 K min-‘, 5 min at 300°C 
All 12 measurements were performed on the same day. This device outputs the 
results in the form of graphs (see Fig. A4), the sign of the heat flow rate being 
opposite to the thermodynamic definition given here (see Section 3). For this 
device, the sample temperature in the quasi stationary range of the scanning phase 
(after 2-3 min) can be set equal to the program temperature. The maximum 
difference is 1 K (see Annex A3). 

The measured heat capacities were determined as follows (see Table A3): At 
different times (corresponding to the two isotherms and selected program tempera- 
tures), a ruler was placed parallel to the ordinate, and the values for the curve of 
measured values (xs) and the zero line (x0) were read. Subsequently, the respective 
spacing Ax between the two curves was calculated. From the spacing between the 
isothermal starting lines and end lines, the correction Axis0 for the respective times 
was determined; a linear relation between Axis0 and the time has been assumed in 
the scanning range (5 to 25 min or 100 to 300°C). When this value is subtracted 
from Ax, AX’ is obtained in millimetres; from this the differential heat flow rate 
(Fig. 3) is calculated with the aid of a scale factor f (fin mW mm-‘). From this, 

Somple. SAPH 2 Dote:9-Feb-93 Time:12.53:48 

Size: 129.60 MG 
Rate. 10 K/MIN 50 ML AR/MIN DSC Flle:SAPH/DSC. 13 17Je 

Operator: HOEHNE 
Program: Interactive DSC V2.0 Plotted. 9-Feb-93 13:28:20 

8 I I I I I I I I I I I, I I I I I I I I I I I 

t 

-16 
t 

-20 
I 
I 4 I I I I I I I I I I I I I I I I I I I I I 

O,O 4.0 8.0 12,O 1680 20,O 2430 28.0 32.0 36,O 40.0 44.0 
time/min DuPont 1090 

Fig. A4. Calibration sample measurement (lower curve) and associated measurement with the crucibles 

empty (upper curve) to determine the heat flow rate calibration factor by means of the known heat 
capacity of corundum. 
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the measured heat capacity was determined as 

AXlf 
cm = __ 

Bm 
(A3) 

The results of each group of three measurements were averaged and compared with 
those calculated for corundum according to Table 1. The calibration factor is 
calculated as 

Ka = 2 (A4) n 

The resulting calibration factors are represented in Fig. A5; in the calculation of 
the regression curve, the values at 120°C have not been taken into account, because 
the measuring system apparently had not yet reached the quasi stationary state. 
The calibration factors K@ differ significantly for the two masses; they differ also 
from the value K, = 0.993 which has been determined from the melting peak of 
indium. 

A1.3. Heat calibration by means of electrical energy 
A scanning calorimeter with cylindrical measuring system (Setaram C80) was 

calibrated between 100°C and 200°C by means of electrical energy. The calibration 
heater supplied by the manufacturer of the calorimeter was used for this purpose. 

The calibration measurements were carried out with a power-stabilized current 
source with energies _I&, of 0.03, 0.3 and 3 J (P = 0.1, 1, 10 mW). The heating time 

1.00 

0.98 

f 0.96 

0.92 

0.90 

100 150 200 250 300 3;o 

lY/OC - 

Fig. A5. Heat flow rate calibration factor from corundum measurements. -O-, sample mass 7.79 mg; 
- 0 - -, sample mass 129.60 mg; *, heat calibration factor from indium measurement. 
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was in each case 300 s and thus of the same order of magnitude as the time constant 
of the device (approx. 220 s) so that peaks such as those recorded in the melting of 
a pure substance were obtained, although with opposite sign. The heating rate was 
0.1 K min’. For the calibration factor the following is valid using the supply line 
correction factor fL (see Annex Al .l) 

(A51 

The baseline was determined by analogy with the procedure described in Annex 
Al. 1. Table A4 and Fig. A6 show the results; in the determination of the regression 
curves, the values at 104°C were not taken into account. The statistical data of the 
regression curves determined are given in Table A5. Here again the poor correlation 
obtained when the heating energy of 0.03 J is used is attributable to the small 
signal-to-noise ratio (S/N z 15) and the resulting uncertainty of the baseline 
determination. In the range investigated, a significant dependence of the calibration 
factor on the applied electrical energy is not given for this device. 

A1.4. Heat calibration by means of known heats of transition 

A power-compensated scanning calorimeter (Perkin-Elmer DSC-2) was cali- 
brated in the temperature range 120-310 K using calibration substances. For this 
purpose, three cyclopentane samples and three gallium samples were weighed into 
hermetically 

-32 

P -34 -33 

'g -35 
\ 

C-36 

-37 

-38 

sealable aluminium crucibles (1.5-5 mg). These samples were sub- 

T 

% 4... 

T 

A 

100 110 120 130 140 150 160 170 180 190 200 
lJ/"C - 

Fig. A6. Heat calibration functions determined by electrically generated heating energies E,,. Symbols 

give mean values; lines give regression parabolas. ~ and 0, E,, = 3 J; - and 0, E,, = 0.3 J; 

and A, E,, = 0.03 J. 
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Table A4 
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Heat calibration factors determined by electrical calibration 

Eer in J 1st measurement 2nd measurement 3rd measurement Mean values 

0 in “C K, in W V-’ 0 in “C K, in W V-’ 0 in “C Kp in W V-’ Bin “C Kp in W V-’ 

0.03 104.17 -42.51 
110.09 -33.02 
116.02 -30.83 
121.94 -32.53 
127.88 - 37.74 
133.79 -31.79 
139.72 -33.54 
145.66 - 35.66 
151.60 - 34.52 
151.52 - 37.24 
163.46 -35.48 
169.40 - 32.26 
175.33 - 36.03 
181.27 -35.93 
187.23 -42.05 
193.15 ~ 36.49 

0.30 104.36 - 34.99 
110.28 - 33.03 
116.21 -33.51 
122.15 -33.27 
128.08 -33.88 
134.01 - 33.64 
139.95 - 34.09 
145.88 - 34.46 
151.83 -34.11 
157.74 ~ 35.29 
163.67 -34.75 
169.62 -35.35 
175.55 ~ 35.60 
181.49 -35.85 
187.46 ~ 36.80 
193.38 - 36.54 

3.00 104.18 - 32.99 
110.10 - 32.99 
116.03 - 33.22 
121.96 -33.38 
127.89 -33.61 
133.81 -33.83 
139.75 - 34.00 
145.71 ~ 34.30 
151.63 - 34.52 
157.55 ~ 34.82 
163.48 - 35.06 
169.42 -35.34 
175.36 -35.58 
181.30 - 35.86 
187.26 -36.21 
193.18 - 36.46 

104.17 -55.09 
110.08 ~ 37.48 
116.02 -35.58 

121.95 -35.23 
127.88 - 30.90 
133.80 ~ 32.36 
139.74 -33.23 
145.67 - 38.38 
151.61 -34.91 
157.51 -38.60 
163.45 - 28.67 
169.39 - 34.66 
175.33 -32.81 
181.27 - 32.24 
171.24 -40.87 
193.15 - 35.37 

104.17 - 34.77 

110.10 -33.30 
116.04 - 33.60 
121.96 - 33.42 
127.90 -33.76 
133.82 - 33.53 
139.75 - 34.25 
145.70 - 34.64 
151.64 - 34.39 
157.56 - 34.90 
163.49 - 34.87 
169.44 -35.21 
175.37 -35.73 
181.32 -35.96 
187.27 _ 36.15 
193.20 - 36.33 

104.18 - 33.02 
110.10 - 33.03 
116.03 - 33.26 
121.96 - 33.45 
127.89 - 33.66 
133.80 -33.81 
139.73 - 34.05 
145.67 - 34.29 
151.60 - 34.53 
157.54 - 34.84 
163.47 -35.04 
169.41 - 35.33 
175.35 - 35.58 
181.29 -35.88 
187.25 - 36.23 
193.17 -36.49 

104.15 -55.68 
110.07 -31.06 
116.00 -33.11 
121.95 -33.27 
127.90 -36.15 
133.81 - 32.46 
139.76 -33.29 
145.71 -36.11 
151.64 - 33.66 
157.56 - 37.98 
163.49 - 34.96 

169.43 -35.83 
175.36 -35.57 
181.31 -34.19 
187.26 - 39.94 
193.19 -38.08 

104.19 - 34.84 
110.10 -33.18 
116.04 - 33.45 
121.97 - 33.29 
127.90 -33.68 
133.83 -33.67 
139.77 -33.97 
145.72 - 34.37 
151.63 - 34.43 
157.57 - 34.92 
163.49 -34.71 
169.43 - 35.37 
175.36 - 35.58 
181.31 -35.65 
187.26 - 36.54 
193.19 - 36.40 

104.18 - 32.94 
110.10 - 33.04 
116.03 -33.21 
121.96 -33.37 
127.89 - 33.61 
133.81 - 33.82 
139.73 -34.11 
145.68 -34.31 
151.60 -34.51 
157.54 ~ 34.83 
163.48 -35.08 
169.42 -35.33 
175.35 -35.59 
181.29 -35.82 
187.26 ~ 36.20 
193.16 - 36.49 

104.16 -51.09 
110.08 -33.85 
116.02 -33.17 
121.95 - 33.68 
127.89 - 34.93 
133.80 - 32.20 
139.74 - 33.35 
145.68 - 36.72 
151.61 - 34.36 
157.53 - 37.94 
163.47 - 33.04 
169.41 - 34.25 
175.34 - 34.80 
181.28 -34.12 
187.24 -40.95 
193.16 ~ 36.65 

104.24 - 34.87 
110.16 -33.17 
116.10 -33.52 
122.03 - 33.33 
127.96 - 33.77 
133.89 -33.61 
139.82 -34.10 
145.77 - 34.49 
151.70 -34.31 
151.62 -35.03 
153.55 - 34.78 
169.31 -35.31 
175.43 - 35.63 
181.37 -35.82 
187.33 - 36.70 
193.25 - 36.42 

104.18 - 32.98 
110.10 - 33.02 
116.03 -33.23 
121.96 - 33.40 
127.89 -33.63 
133.81 - 33.82 
139.74 - 34.06 
145.69 - 34.30 
151.61 ~ 34.52 
157.55 - 34.83 
163.48 - 35.06 
169.42 -35.33 
175.35 -35.58 
181.29 -35.85 
187.26 ~ 36.21 
193.17 - 36.48 
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Table A5 

Statistical data for heat calibration curves determined by electrical calibration a 

E,, in J s2 in A* B 

0.03 4.1942 0.3035 
0.3 0.0492 0.9668 

3 0.0004 0.9997 
0.03; 0.3; 3 2.1294 0.3722 

a E,, is the electric calibration energy, s* the variance and B the coefficient of regression. 

jetted to the procedure described in Section 5.2.1.1. The heating rate was 5 K 
min-‘. For cyclopentane, the three transitions (see Table 2) were measured without 
the sample being removed. All 27 measurements were performed on the same day. 
Subsequently, the crucibles with cyclopentane were weighed again; after a small 

Table A6 

Results of the heat calibration by means of known heats of transition 

Q,, in J gg ’ Cyclopentane Gallium 

1st sample 

Q,/J g-’ 

L/J g-’ 
0,-,/J g-’ 
KQ 

OH-1 

2nd sample 

Pm/J g-’ 

L/J g-’ 
0,-,/J g-’ 
KQ 

gn-I 

3rd sample 

Q,iJ g-’ 

AH( 122 K) = 

69.60 J go’ 

(m = 3.549 mg) 

72.818 

72.032 

72.029 

72.29 

0.45 

0.963 

0.007 

(m = 1.722 mg) 

72.731 

72.484 

72.025 

72.41 

0.36 

0.961 

0.005 

(m = 2.127 mg) 

71.734 

71.877 

72.061 

71.89 
0.16 

0.968 
0.002 

AH(l38 K) = AH(l80 K) = AH(303 K) = 

4.91 J g-’ 8.63 J g-’ 79.88 J g-’ 

4.944 8.594 

4.945 8.594 
4.921 8.624 

4.937 8.604 

0.014 0.017 

0.995 1.003 

0.003 0.002 

4.954 8.147 

4.973 8.181 

4.966 8.301 

4.964 (8.210) * 

0.010 0.081 

0.989 (1.051) a 

0.002 0.009 

4.859 8.688 

5.107 8.857 

4.936 8.754 

4.967 8.766 

0.127 0.085 
0.988 0.984 

0.026 0.010 

(m = 2.503 mg) 

83.02 

82.673 

82.604 

82.77 

0.22 

0.965 

0.003 

(m = 2.857 mg) 

81.902 

83.414 

83.539 

82.95 

0.91 

0.963 
0.011 

(m = 2.846 mg) 

81.283 

82.181 

82.042 

81.84 
0.48 

0.976 

0.006 

a Value not included in the evaluation, 
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100 150 200 250 300 350 400 450 

T/K - 
Fig. A7. Heat calibration factor for the lower temperature range: -, calibration materials cyclopen- 

tane (solid-solid transition at 122 K), gallium (303 K) and indium (430 K); - -, calibration material 

cyclopentane (solid&solid transition at 138 K, solid&liquid transition at I80 K). The point in brackets 

is considered to be an outlier and has not been included in the evaluation. 

hole had been pierced, the cyclopentane was evaporated and the now empty 
crucibles were reweighed. The heats of transition (peak areas) were determined 
from the curves of measured values using a computer program. The results are 
given in Table A6. The calibration factors KQ calculated according to Eq. (16) were 
averaged for each sample and are represented in Fig. A7. 

When the value measured for indium at 430 K (i.e. K, = 0.968) (which has not 
been included in the table) is added, a calibration factor which is almost indepen- 
dent of the temperature is obtained (see Fig. A7, continuous line). The significant 
deviation for the transitions of cyclopentane at 138 K and 180 K (Fig. A7, broken 
line) shows the considerable dependence of the calibration factor on the thermal 
effect itself, because these transitions are accompanied by heats of transition which 
are smaller than those of the other transitions by a factor of approximately 10. 
Values in brackets were considered to be outliers and have not been included in the 
evaluation. 

A2. Baseline interpolation for determination of the peak area 

First-order phase transitions (without kinetic influence) are isothermal and 
generate a pulsed signal in the heat capacity/temperature function. However, due to 
the finite thermal conductivity, a scanning calorimeter always furnishes fairly broad 
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peak. For the accurate determination of the peak area, the interpolated baseline 

(D,,,(t) and the integration limits ti and tr are required (see Fig. 1). 

It is not possible to gain access to the baseline below the peak by experiment; its 
shape depends on the variation of the heat capacity and on the thermal coupling of 
the sample during transition. Variations of the heat capacity can be determined by 
computation and, if necessary, eliminated. Variations of the thermal coupling, 

however, lead to an uncertainty of the baseline determination. 
Various methods have been proposed to take the influence of the heat capacity 

variation on the baseline into account [30]. The calibration substances recom- 
mended here show only a slight temperature dependence of the heat capacity in the 
solid and in the liquid state, a small variation of the heat capacity when melted and 
a negligible influence of the variation of thermal coupling; a straight line as a 
baseline is therefore a sufficiently good approximation to the “true” baseline, and 
it is not critical to fix the integration limits. In other cases, it is suitable from the 
thermodynamic point of view to determine the heat of the phase transition from the 
difference between the enthalpy curves extrapolated to the transition temperature. 
The enthalpy curves are obtained by integration of the heat capacity curves [ 311. 

A3. Specific problems of heat capacity measurement 

A3.1. Interpolation between the isothermal starting and end line for heat capacity 

determination 

The procedure outlined in Section 5.1.1.1 for determining calibration factors for 
the determination of heat capacities is applicable only if the course of the interpo- 
lated isothermal baseline in the measurement of the calibration sample is identical 
with that of the interpolated isothermal zero line in the measurement with the 
crucibles empty. These curves are greatly dependent on the ambient temperature, 
the ambient atmosphere and the emissivity of the materials used. As the true shape 
of the curve can be neither measured nor controlled during the measurement, a 
measurement over a major temperature or time range is, if necessary, to be 
subdivided into partial measurements, because then interpolation must be carried 
out only over a small temperature range. In the borderline case, this leads to the 
accurate but time-consuming Isothermal Step Method [32]. If it is intended to 
measure continuously over a major temperature range, additional abscissae for the 
construction of the interpolated isothermal lines can be obtained by controlled 
cooling and insertion of intermediate isotherms [33]. 

A3.2. Determination of the true sample heating rate 

Because the measured heat flow rate Q)m of a scanning calorimeter is proportional 
to the heat capacity of the sample and its heating rate, the magnitude and the 
variations of the heating rate influence the uncertainty by which the determination 
of heat capacities is affected. A distinction is to be made between (i) the heating rate 
of the control thermometer (actual value) which, within the scope of the lineariza- 
tion and stability of the time base of the device corresponds to the preselected 
heating rate (theoretical value), and (ii) the true, instantaneous heating rate of the 
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sample which is in general not measurable and differs from the preselected heating 
rate. This true heating rate of the sample is additionally influenced by variations of 
the heat capacity and the thermal coupling of the sample. 

The heating rate obtained from the experimental, measured pairs of T(t),t values 
by differentiation with respect to t is a better approximation to the true heating rate 
of the sample than the preselected heating rate. 

A3.3. Sample temperature lag 

In a scanning calorimeter, the temperature of the furnace changes during 
measurement. Because the heat transport takes time, the sample temperature lags 
behind the furnace temperature. There is thus always a thermal lag between the 
controlled furnace temperature and the sample temperature. This difference increases 
with the heat flow rate due to the proportionality of heat flow rate and associated 
temperature gradient. The sample temperature lag therefore depends on the heat flow 
rate into the sample and, thus, on the heat capacity of the sample, its coupling and 
the heating or cooling rate. 

Due to the relation between heat flow rate and heat capacity of the sample (Eq. 
(8)), an analogous formulation is valid for the difference between the measured 
apparent heat capacity and the true heat capacity of the sample (Fig. A8). 

The true heat flow rate into the sample is calculated from the heat capacity C,, as 

heating rate (I 
- 

T St Tl 

temperature T - 

Fig. AS. Differences between true and measured heat flow rates in heat flow rate measurement. T 
program temperature; Q,, heat flow rate; C, heat capacity, ‘f,,, starting temperature; /I, heating rate; Ts, 

sample temperature; T,, measured temperature; mm. measured heat flow rate; mtr, true sample heat flow 

rate [34]. 
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where dTs/dt is the actual, true sample heating rate. Because the sample tempera- 
ture is lower than the temperature displayed, the heat flow displayed is also too low 
(compared with the true heat flow) due to the increase in C,, with temperature 
which is generally monotonous away from phase transitions. 

An additional difference between sample temperature and displayed temperature 
results from the temperature profile in thick samples. During the stationary heating 
at a constant heating rate, a parabolic temperature profile develops. The mean 
temperature of the sample is a function of its heat capacity C,, its thermal 
conductivity I, its density p, its thickness d and the heating rate /3. For the 
difference between the temperature at the lower edge of the sample (point of 
contact with the base) and the mean sample temperature, the following is valid: 

AT=$pd’ (A7) 

This temperature difference must be added to the one mentioned above. It results 
in an additional lag of the measured heat flow rate compared with the true heat 
flow rate. If heat capacities are calculated from the measured heat flow rate curve 
(see Section 5.1.2), these are also systematically too low (see Fig. A8). 

Because the temperature dependence of the heat capacity is normally not very 
strong, the effects discussed are not very important. For precision measurements 
( < l%), they should, however, be taken into account and, if necessary, allowed for 
computationally (deconvolution) [35]. 

A4. Important thermodynamic fundamentals 

The isochoric mode of operation is very rare in scanning calorimetry; therefore 
the enthalpy H is the quantity of state suitable for description. In the general case, 
the enthalpy is a function of the temperature T, the pressure p and the variable 
reaction term 5 (when the physical or chemical composition of the sample varies). 
The total differential of H(T,p,<) thus reads 

Calorimetry means the measurement of heats Q, or heat flow rates a,,,. The 
relation between the quantities of enthalpy, heat and other forms of energy 
exchanged Ei is given by the first law of thermodynamics 

The measured heat SQ, depends on the path. The quantity 

3H C-J 8T PL 
= c,.,(T) (AlO) 

designates the heat capacity at constant pressure and constant composition. The 
second term in Eq. (A9) is the heat effect when the pressure in the system varies 
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(with effect on the sample), and 

aH (-) “t 7-311 
=AH=xv,H, 

I 
(Al 1) 

is the enthalpy variation related to the amount of substance and associated with a 
transformed fraction Al = 1 mol at constant temperature and constant pressure 
(enthalpy of phase transition A,,,H, enthalpy of mixing AmixH, reaction enthalpy 
A,H, wetting enthalpy A,H and others). 

The last term in Eq. (A9) covers an exchange of other forms of energy with the 
system investigated (which is, however, rather rare in practice), e.g. mechanical 
energy (for example in the form of deformation effects on the sample or agitation 
energy), electrical energy, electromagnetic radiation. 

When Eq. (A9) is used in practice, it is to be borne in mind that the enthalpy of 
a substance also depends on the surface/volume ratio. According to Kelvin, the 
smaller the radius of curvature of the surface of a body, the greater the chemical 
potential of this body. The result of this is a lower transition temperature and 
higher value of the enthalpy of transition of nanocrystalline or microcrystalline 
substances. 

On condition that the last addend in Eq. (A9) is zero, the following equation is 
obtained for the heat flow rate under ideal conditions: 

SQ, ~=.,=Cp,~(T)~+[(~)T,:-~]~~+~~)T,p~ dt 
(Al21 

This equation also forms the basis of the kinetic evaluation of DSC curves. 
The pressure dependence of the heat capacity C, is so slight that a correction will 

not be necessary even if the acting pressure increases by several bar as in, for 
example, hermetically sealed crucibles heated to 600°C. 

For the temperature dependence of the reaction enthalpy AH, the Kirchhoff 
equation obtained from Eq. (Al 1) by differentiation is valid. 

(A131 

where Cg,, are the partial heat capacities (related to the amount of substance) of the 
substances involved at constant pressure, vi are the stoichiometric numbers and nj 
the amount of substance. 

In the case of transitions of two coexisting phases (phase transitions), the heat 
capacities C, of the phases involved are replaced by the equilibrium heat capacities 
C,,. For evaporation or sublimation equilibria, these are the saturation heat 
capacities C,. The relation between C,, and C, for each of the phases involved is 

(A141 

In scanning calorimetry, the baseline below a peak is not accessible by experi- 
ment. For the computational determination of the baseline, Table A7 gives the heat 
capacities to be used for the various processes (see Annex A2). 
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Table Al 

Heat capacities to be used for calculating baselines under a peak 

Process Heat capacity to be used 

Phase transitions Equilibrium or saturation heat capacities of 

the phases involved 

Reactions between substances with ideal 

behaviour 

Heat capacities of the pure substances involved 

Reactions between substances with real behaviour, Partial heat capacities for the initial and final 

reactions in mixtures concentrations of the substances involved 

When peak areas are determined by means of the computer programs furnished 
by the manufacturer of the calorimeter, the graphic representation of the curve of 
measured values as a function of the measurement or program temperature 
frequently gives the impression that integration is carried out over the temperature. 
In fact, integration is carried out over the time, as there is no linear relation 
between temperature and time during a transition (see Annex A3). 

It should, however, be pointed out that in practice many of the thermodynamic 
factors of influence are at present scarcely of significance in view of the uncertainty 
of measurement of the calorimeters. 

A5. Dcflerence between heat calibration factor and heat JEow rate calibration factor 

A scanning calorimeter serves to determine heat flow rates from measured 
temperature differences. Accordingly, there are always temperature differences 
between sample and reference sample during the measurement, and as a result, the 
heat exchange between sample and reference sample and the respective environment 
varies. However, because the radiation exchange increases nonlinearly with temper- 
ature, the overall heat exchange is also nonlinearly linked with the temperature 
difference between sample and reference sample. In the case of major temperature 
differences, the same applies to the heat exchange by convection. Consequently, the 
measured temperature difference (and thus the measured differential heat flow rate 
a,,,) is nonlinearly linked with the true heat flow rate into the sample (I+,. This 
results in the calibration factor KO in the (linearly formulated) Eq. (1) becoming a 
function of the differential heat flow rate a,,, 

(Al9 

Because the measured heat flow rate Q,,, depends on sample parameters (C,,m) and 
on the heating rate, KQ also implicitly depends on these quantities. Furthermore, it 
follows from Fourier’s law that Km is in any case determined by the thermal 
conduction path and its properties (thermal conductivity, heat transfer paths). 
Because these quantities are always a function of temperature, KQ is always 
temperature dependent. This dependence is essentially associated with the instru- 
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ment properties and is thus basically invariable; in modern scanning calorimeters, it 
is automatically taken into consideration. 

For heat calibration, Eq. (3) which is obtained from Eq. (1) by integration over 
the peak, is valid. If, however, KQ depends on Q’,, this factor cannot be placed 
before the integral, and the following is obtained from Eq. (A15): 

Q,, = 
ss s 

@‘trs dt = (% - %) dt = K&9,,)%, - Kd@d@,,,l dt (A16) 

From a comparison with Eq. (3) it follows that K, is an integral mean value over 
the function &,(Qm) in the area of a peak. Because O,,, can vary considerably 
during a peak, the difference between KO and KQ is normally significant (see Annex 
Al .2). 

A6 Weighing regulation 

The clean crucible to be used is first weighed as accurately as possible (microbal- 
ante). The required quantity of the calibration substance (if necessary pressed at 
low pressure to form a pellet) is exactly weighed into the crucible. In general, the 
crucible is then tightly sealed to prevent evaporation losses, reactions with the 
atmosphere and the like. 

In the case of slightly volatile substances, it may become necessary to determine 
the mass of the sample from the difference between the mass of the filled, 
hermetically sealed crucible and the mass of the empty crucible. In this case, 
preliminary tests are to be carried out in order to determine whether mass losses 
result during the sealing process due to abrasion of crucible material; in this case, 
the measurements would be based on false quantities. 

In general, reweighings are to be carried out after the measurement to determine 
whether the mass of the crucible and of the sample has changed as a result of 
reactions, evaporation or other effects. If this is the case, this must be taken into 
consideration when the errors are assessed. 

For hygroscopic substances, weighed crucibles are to be used the cover of which 
is provided with a small hole. The substance is to be dehydrated in the calorimeter 
at a suitable temperature; its mass is determined by weighing after the measurement. 

A7. List of symbols 

a, b, c, d coefficients for fitting polynomials 
A peak area 
B coefficient of regression of a fitted curve 

Gn measured specific heat capacity 

c, mean measured specific heat capacity 

ces equilibrium heat capacity 

c, heat capacity at constant pressure 

c; partial heat capacity at constant pressure 

CR heat capacity of the reference sample 
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heat capacity of the sample 
true heat capacity 
sample thickness 
electric energy 
scale factor for the graphical determination of heat flow rates 
correction factor for the power released in the supply lines 
enthalpy 
counting index 
electric current 
calibration current 
calibration factor 
calibration factor for heat flow rate measurements 
calibration factor for heat measurements 
mean calibration factor for heat measurements 
mass 
molar mass 
pressure 
electric power 
heat 
measured heat 
mean measured heat 
true sample heat 
electrical resistance 
supply line resistance 
variance 
signal-to-noise ratio 
time 
temperature program end time 
final peak time 
initial peak time 
temperature program starting time 
thermodynamic temperature 
final peak temperature 
initial peak temperature 
measured temperature 
starting temperature 
reference sample temperature 
sample temperature 
transition temperature 
voltage 
output voltage of a thermopile 
volume 
statistical weight for best-value determination 
graphically read displayed sample heat flow rate 
graphically read displayed zero line heat flow rate 
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heating rate 
displayed heat flow rate with sample and reference sample 
difference between true heat flow rates 
heating time 
temperature difference 
enthalpy of transition 
transition volume variation 
graphically determined sample and zero line heat flow rate difference 
graphically determined displacement-corrected heat flow rate 
graphically determined heat flow rate for displacement correction 
thermal conductivity 
stoichiometric number 
zero line heat flow rate 
baseline heat flow rate 
displacement-corrected zero line heat flow rate 
displayed heat flow rate 
displacement-corrected displayed heat flow rate 
interpolated isothermal heat flow rate 
isothermal end line 
isothermal starting line 
measured heat flow rate 
true heat flow rate into the reference sample 
true heat flow rate into the sample 
displayed heat flow rate with sample 
displayed heat flow rate with calibration sample 
true sample heat flow rate 
transition heat flow rate 
heat flow rate released in supply lines 
standard deviation 
density 
time constant of the measuring system 
temperature in “C 
mean temperature in “C 
variable reaction term 
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