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Abstract 

Computerized kinetics analysis of simulated solid state reaction data has been used to 
demonstrate how the empirical nth order model may be employed as a diagnostic tool in 
thermoanalytical research. The characteristic shape of the curves of the extent and rate of 
reaction as a function of temperature, generated under non-isothermal conditions, together 
with the magnitude of the kinetics parameters when this data is subjected to nth order Arrhenius 
analysis, can be utilized to postulate a solid state reaction mechanism, and to calculate the 
pertinent activation energy and pre-exponential factor. This approach has been employed to 
analyze the non-isothermal thermogravimetric data characterizing the three stages in the 
thermal degradation of calcium oxalate monohydrate, postulated to conform to the D4, R3 
and D4 mechanisms, respectively. Although the second stage appears to be essentially a single 
contracting-volume-controlled reaction, the variation of the activation energies and pre-expo- 
nential factors with heating rate for the first and third stages implies multiple diffusion-con- 
trolled reactions. The procedure has also been used to generate the kinetics parameters of the 
crystallization of an amorphous form of a candidate drug compound (A2 mechanism) from 
non-isothermally monitored differential scanning calorimetric data. 
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1. Introduction 

All investigators interested in the mechanistic analysis o f  data  pertaining to 
thermally stimulated reactions in the solid state, are fully aware o f  the multiplicity 

* Presented at the 22nd Annual NATAS Conference, Denver, CO, 19-22 September 1993. 

SSDIOO40-6031(94)O1821-W 



210 J.P. Elder / Thermochimica A cta 243 (1994) 209-222 

of articles in an ever-increasing variety of journals, discussing various aspects of the 
interpretation of thermoanalytical information, primarily TG and DSC data gener- 
ated under non-isothermal conditions. The question arises: How does the investiga- 
tor, using present-day sophisticated instrumentation with its accompanying 
software, approach this problem? As Mfilek [1] has stated, it is surprising that 
reaction kinetics computer programs are so limited with regard to the solid state 
model algorithms available for analysis of thermal data, generated under non- 
isothermal conditions. Perrenot and Widmann [2], in discussing the Mettler soft- 
ware package, indicate that the kinetics program allows use of the ~est~tk-Berggren 
equation [3]. However, using this empirical equation, the models available are quite 
limited, and unfortunately are applicable only to isothermally generated data. 
Faced with this problem in the early eighties, the present author [4] developed 
Fortran software for the transposition of non-isothermal TG data to dimensionless 
extent and rate of reaction form, and the reaction kinetics analysis of such 
information. Algorithms for the nth order and seven solid state models were 
included. This latter program, TGKIN, was based upon software developed for the 
investigation of simulated multiple mutually independent reaction systems, program 
KINMOD [5]. Mfilek [1] has more recently developed similar all-purpose software. 
Militk~ and Sestfik [6] have discussed the difficulties encountered in the inverse 
kinetics problem, i.e. the estimation of the thermodynamic parameters of the 
correct kinetics model of a reaction from experimental data, generated under 
non-isothermal conditions. Using data generated for a particular model with 
defined thermodynamic parameters, they demonstrated an excellent fit using an- 
other model with different energetic and entropic parameter values. The n th order 
is an example of such a model. Thus, despite the observations of Flynn [7] 
regarding the perhaps too indiscriminate use of the nth order model, when 
considered purely as an empirical curve-fitting relationship, its use can be of great 
assistance. The (E,A,n)  parameter set, obtained by nth order analysis of non- 
isothermal data, can be employed, using the rate equation and its integral form, to 
generate the activation energy and pre-exponential factor for the correct kinetics 
model. What characteristics of the original data, and the resultant parameter 
values, can be used to advise the investigator as to the probable correct model? 
Using simulated non-isothermal TG/DTG data, Dollimore et al. [8] demonstrated 
their characteristic model features. They pointed out that, with regard to actual 
experimental TG and DSC data, an inspection of the features can provide a good 
indication of a probable mechanism. For simulated reactions with the same 
energetic parameters, the relative positions of extent of reaction data on the 
temperature axis, and the overall shape of the reaction rate curves together with the 
relative magnitudes of their maximum values were shown to be characteristic of the 
kinetics model [9]. 

Furthermore, although not specifically emphasized at that time, the ratio of E / E  n 
and ln(A/A,,) vary markedly with the solid state model, where E, A  and E,,,An refer 
to the correct model and nth order parameter values, respectively. Criado et al. [ 10], 
emphasizing the fact that, irrespective of the mechanism, non-isothermal data for 
singular solid state reactions, must, and as shown by Elder [9], does satisfy the nth 
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order rate equation, listed typical E n / E  ratios. More recently, Koga et al. [ 11] have 
developed an equation by which these ratios may be calculated. Mfilek and Criado 
[12], in discussing such activation energy ratios, indicate that for any solid state 
model they vary with the value of E/RTma x. Even with a constant E and A, the 
extent of reaction at the maximum rate can vary with heating rate to a small extent, 
so one should not be too surprised when nth order analyses yield kinetics parame- 
ters which vary with heating rate. It is unfortunate that none of the theoretical 
papers from the Czech and Spanish schools [1,6,10-12] have presented applications 
of theory to experimental themoanalytical data. However, Tanaka et al. [ 13] have 
presented detailed non-isothermal TG and DSC data characterizing the dehydra- 
tion of lithium sulfate monohydrate. They have also discussed the so-called 
distortion of the Arrhenius-derived parameters when an inappropriate solid state 
model was employed. Peregudov et al. [ 14] recently presented the results of an nth 
order Arrhenius analysis of non-isothermal TG and DTA data describing the 
dehydration of calcium oxalate monohydrate in an inert atmosphere. They indicate 
a reaction order of 0.5. Dollimore et al. [8] analyzed single heating rate non-isother- 
mal TG data Characterizing this reaction in a flowing air environment. On the basis 
of the shape of the TG/DTG curves, they postulated a three-dimensional diffusion 
(D4) mechanism. 

It is the purpose of this study to show how extent and rate of reaction data for 
various solid state models may be duplicated exactly by use of nth order-derived 
kinetics parameters. A relationship for calculating the ratios E/En and ln(A/An) that 
is more general than that given by Koga et al. [11] will be derived. Non-isothermal 
TG data supportive of postulated mechanisms for the three stages in the ambient 
pressure, inert atmosphere thermal degradation of calcium oxalate monohydrate 
will be presented and the reaction kinetics parameters generated. Finally, non- 
isothermal DSC data characterizing the crystallization of an amorphous pharma- 
ceutical candidate compound in the solid state will be discussed. 

2. Simulated solid state reactions 

Figs. l(a) and l(b) show the complement of the extent of reaction, 1 - a, and 
reaction rate, da/dt ,  at a heating rate of I°C min -1 for seven pertinent solid state 
models [15] all with the same activation energy and pre-exponential factor (E/(kJ 
mol -~) = 220, A/min -1 = 1.25 × 10 ~5) as a function of temperature. These curves 
were generated as previously described [5] from the general rate equation 

da/d t  = A T  '~ e-E/Rrf(a) (la) 

d~/dt  = An T "  e -E./Rrfn(~ ) (lb) 

The Arrhenius form of Eq. (1 a), namely rn = 0, was employed. The ~-  T and ~-  T 
data were then subjected to nth order Arrhenius analysis according to Eq. (lb). The 
resultant (En,An,n) parameter set values are listed in Table 1. Then ( 1 -  a) and 
d~/dt  were calculated using these nth order values, and are shown plotted as a 
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Fig. 1. (a) Complement of the extent of reaction and (b) reaction rate at I°C min 1 for seven solid state 
models with E/(kJ mo1-1) = 220 and A/min -1 = 1.25 x 1015. 
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Table 1 
Arrhenius kinetics parameters at l°C min -l  a for solid state models: E/(kJ mol -*) = 220, A/min-~ = 
1.25 × 1015 

Model ~max Tmax ~end 
°C 

nth order model analyses Solid state model analyses 

EA/ AA/ nA 0tend EA/ AA/ 
k J m o l  1 min-1 kJmol -1  min-I  

A2 0.6250 429.7 0.8908 450.2 3.152 × 1032 0.989 0.9848 220.4 1.336 × 1015 
A3 0.6276 429.8 0.7835 681.1 6.742 × 1 0  49 0.985 0.9741 220.4 1.356 x 1015 
R2 0.7363 417.3 0.9993 220.1 2.568 × 10 ~5 0.503 0.9999 220.0 1.250 x 1015 
R3 0.6885 410.3 1.0000 220.1 3.815 × 10 t5 0.668 1.0000 220.0 1.252 × 1015 
D2 0.8138 417.8 0.9768 104.6 2.283 × 106 0.277 0.9871 219.0 1.039 × 1015 
D3 0.6750 390.8 0.9976 105.6 6.068 × 106 0.675 0.9947 220.0 1.269 × 1015 
D4 0.7521 391.8 0.9699 105.2 5.594 × 106 0.431 0.9766 219.6 1.161 × 1015 

a 0, I°C temperature interval calculations; 1% maximum allowed deviation from linearity in regression. 

function of temperature in Figs. l(a) and l(b) (broken lines). As can be seen, the 
two sets of 1 -  ~ vs. T curves are superimposable. The only differences one can 
discern are in the d ~ / d t  vs. T curves in the ~max region for models A3 and D2. 
Similar data were obtained at other heating rates in the range 1-100°C min -1. It is 
easily shown [16] that at the maximum rate of reaction, where (dZ0~/dt2)max is 0, 
Eqs. (2a) and (2b) apply 

E / RT2max = [ --f'(O~max) / f  (O~max) ] ( do~ /dt)max/ fl -- m / Tma x (2a) 

En/RT2max = [ --f'n(~max)/fn(~max)] (do~/dt)max/fl - -  m/Tmax (2b) 

In the special case of m = 0, the ratio of Eq. (2a) to Eq. (2b) yields the relationship 
for E / E n  given by Koga et al. [11]. However, in general, the m/Tmax term is 
eliminated by subtraction, yielding the relationship 

En = E - RT2max/fl (d0~/dt)max [f'n(O~max)/fn(O~max) --f'(~max)/f(Ctmax)] (3) 

The values of f (a) ,  f '(c0 and their ratios are given in Table 2. Thus 

E n = E + RT2max/ f l  (do~/dt)max C (4 )  

where 

C = n / (1  - 0~max) +f'(~max)/f(O~max) (5) 

From Eqs. ( la)  and (lb) one has 

l n ( A / A n )  = ( E  -- En ) /RTma  x + ln[f,(0Cmax)/f(0~max) ] (6) 

Using Eqs. (4) and (6), the calculated C, En and ln(A,) values at I°C min -I are 
listed in Table 3a for the seven solid state models indicated and compared (% 
actual) in the seventh and tenth columns with the Arrhenius-derived values given in 
Table 1. It should be pointed out that the tabulated E / E ,  values are within 
99.4%-100.2% of the values calculated using the Koga et al. procedure [11]. 



214 ,L P. Elder / Thermochimica A cta 243 (1994) 209-222  

O 

O 

ca 

*d 

7 

"T 

T ~ I 
i ~'~ : - ,  

I 

7 

I I 

, . . . ,  I 

I I I ~_~ 

I I 
I ~ ~-~ 

,m 

- I I I 

I I I _~ ~ 

r~ 

¢q 

H 

HI 
ca 

o~ 

o 

× 

,=. 

~5 

H 

0 

.l= 

.& 

O 

3 

"d 

,¢ 

,4 
_= 

< 

o 0 0  

I I I I I I I  

eqrq ~ q , - ;  e - i ~  



J.P. Elder/Thermochimica Acta 243 (1994) 209-222 

Table 3b 
Solid state model mean E/E. and In(A/A.) ratios and In(A/A.) ratio coefficients 

215 

Model Mean values In(A/A.) = k 1 + k2(E/RTm~ ) 

E/E,  ln(A/A.) k~ k 2 r 2 

A2 0.495 ± 0.009 
A3 0.330 ± 0.008 
R2 0.999 ± 0.013 
R3 0.997 ± 0.010 
D2 2.127 ± 0.040 
D3 2.068 ± 0.040 
D4 2.081 ± 0.034 

-0.695 ± 0.909 
- 1.275 ± 0.665 

-4.982 -0.937 -0.9927 
-8.642 - 1.874 -0.9957 

0.664 0.517 0.9992 
-0.921 0.503 0.9994 
- 1.013 0.510 0.9992 

Analogous calculations have been performed using E and A values varying from 
220 to 440 kJ mol-% and from 1.25 x 10 m to 1.25 × 1035 min-% respectively, 
thereby covering the useful temperature range 50-1000°C with an E/RTma x range 
of 25-85.  For  all the solid state models, the ratio E/E, remains constant. For  the 
R2 and R3 models, ln(A/An) is also essentially constant. However, for the Avrami 
and diffusion models, ln(A/A,) is a linear function of E/RTma x 

ln(A/A,) = kl + k2(E/RTmax) (7) 

Table 3b summarizes the E/E,, ln(A/A,) and Eq. (7) coefficient values. The high 
r 2 are indicative of  an excellent correlation by Eq. (7). Since E/RTma x decreases 
with increase in the heating rate, one finds that for the Avrami (A2, A3) and 
diffusion (D2, D3, D4) models, ln(A/A,,) increases and decreases, respectively, with 
increase in heating rate. 

In concluding this discussion of  the actual model and effective nth order model 
Arrhenius analyses, it is pertinent to consider the reversal of the solid state to nth 
order model transposition. If the a - T and &- T data, generated at 1 °C min-  ~ using 
Eq. ( lb)  with rn = 0 and the nth order (EA,AA,nA) sets listed in Table l, are subjected 
to Arrhenius analyses according to Eq. ( la)  with the correct f (a )  values, the EA and 
AA parameter values given in the last two columns of  Table l are obtained; aend 
indicates the extent of reaction at which the regression analysis was terminated as 
a result of  > 1% deviation from linearity. As seen, aend is close to unity, and the EA 
and ln(AA) values are within +0.25% and - 0 . 5 %  of  the correct values. 

3. Experimental investigations 

3.1. Calc&m oxalate monohydrate degradation 

The ambient pressure, inert atmosphere thermal degradation of  calcium oxalate 
monohydrate was monitored by non-isothermal T G  using the Metter TA3500 thermo- 
gravimetric system. Loose 200-400 mesh (75-38 #m) ~ 10 mg size samples were 
heated at ten heating rates covering the range 0.25-25°C min -~, in a 100 ml min -~ 
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Fig. 2. Experimental TG data (% initial sample weight as a function of temperature) for the thermal 
degradation of calcium oxalate monohydrate at three heating rates: curve A, 0.25°C min-1; curve B, 
2.5°C min 1; and curve C, 25°C min ~. 

nitrogen atmosphere from 25 to 850°C. The Mettler special "Calibration 6" [17], 
using alumel, nickel and trafoperm Curie Point standards, was employed for 
temperature calibration at each of  the several heating rates. Fig. 2 shows the 
experimental data, percentage of  initial sample weight as a function of  temperature, 
at three heating rates: 0.25 (curve A), 2.5 (curve B) and 25°C min -I  (curve C). The 
sectional data at each heating rate for each of the three stages were subjected to nth 
order Arrhenius analyses using the multilinear regression procedure described by 
Perrenot and Widmann [2] for the TAT2 data analysis and plotting system. The 
opt imum ~ range for the analyses were selected such that the simulated weight- 
change curves, based upon the resultant En, A , ,  n values, overlaid the actual curves 
as closely as possible over the limits of  the reaction step. For  steps 1 and 3, for 
most  heating rates, the calculation range was 0.01 < ~ <0.99.  For  step 2, for 
fl >__ 10°C min -1, the range was 0.02 < ct < 0.92 and for ~ < 10°C min -1, the range 
was 0.06 < ct < 0.99. Table 4 shows the (E, ln(A,) ,n) values at the several heating 
rates employed for each step. Fig. 3 shows three sets of  percent weight loss data as 
a function of temperature, both actual and simulated, for each stage: step 1, 
dehydration at 25°C min- l ;  step 2, loss of  carbon monoxide at 0.5°C min- l ;  and 
step 3, loss of  carbon dioxide at 5°C min -l .  As can be seen from the superimposed 
curves, the n th order kinetics parameters enable an excellent simulation of  the 
experimental curves. The overall shape of the weight loss curves, together with the 
constant reaction orders, indicate that the first and third steps are best described by 
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Fig. 3. Experimental and simulated T G data for the three steps in the thermal degradation of  calcium 
oxalate monohydrate:  step 1 at 25°C rain -~, step 2 at 0.5°C min 1 and step 3 at 5°C min -1. Cont inued 
on next page. 
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the D4 three-dimensional diffusion model mechanism, while the second step ap- 
pears to follow the R3 contracting volume model mechanism. Using program 
KINMOD [5] with the tabulated (E,,ln(A,),n) sets at each heating rate, extent and 
rate of  reaction data were generated as a function of  temperature, and then an 
Arrhenius analysis performed using the D4, R3 and D4 f(~) models, respectively. 
The correct E and In(A) kinetics parameters are listed in Table 4. The allowed 
percentage deviations (%D) from linearity in these regressions were chosen such 
that the analyses were terminated at Sen d ~_~ 0.98 in most cases, step 2 R3 analyses at 
> 15°C min -1 being the exceptions. 

Using the E/E, ratios in Table 3b, ~ the correct activation energies, E, and the 
appropriate E/RTmax values may be calculated. The pertinent In(A/A,) value is then 
selected (model R3) or calculated (model D4) using the Eq. (7) coefficients. Then 
In(A) is easily obtained. Values thus calculated are given in parentheses in Table 4. 
As can be seen, the calculated parameter values are within _ 0.7% of  the Arrhenius 
analysis values, attesting to the correctness of the "ratio calculation" procedure. 

For  the dehydration step in an air atmosphere at 20°C rain-l ,  Dollimore et al. [8] 
proposed a D4 mechanism with E/ (kJ  mo1-1) = 143.3 and A/min -1 = 5.59 x 1013, 
values that compare favorably with those given in Table 4 at this heating rate. 

3.2. Crystallization of an amorphous pharmaceutical compound 

In assessing the possibility of  an undesirable crystallization of  an amorphous 
drug candidate during a spray-drying operation, DSC was employed to study the 
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Fig. 4. Experimental DSC data (normalized heat flow as a function of temperature) at 10°C min -l for 
the crystallization of a pharmaceutical compound from the amorphous state. 

thermal behavior of  the compound. The Mettler TA 3300 differential scanning 
calorimetric system was employed for this measurement. Open aluminum crucibles 
in a 50 ml min -1 flowing dry nitrogen atmosphere were used. Fig. 4 shows the 
weight-normalized exothermic heat flow characterizing the crystallization at 10°C 
min -~. The maximum rate occurred at 62.1% extent of  reaction at 184.2°C; nth 
order Arrhenius analysis was performed on the data between 176 and 188°C 
( 10-  90% extent of  reaction), yielding E , / ( k J  tool-  1) = 424.4 4- 1.1, ln(A n/ra in-  l) = 
112.54 _ 0.3 and n = 1.08 + 0.02. These values are consistent with the two-dimen- 
sional random nucleation mechanism, model A2 [9,18]. Accordingly, these nth 
order parameters were used as input for program KINMOD [5] and an A2 model 
Arrhenius analysis carried out, yielding E / (kJ  m o l ) = 2 0 8 . 1  and ln(.4/min -~) = 
54.955. Using the "ratio procedure" one obtains E / (kJ  mo1-1) =210.1 and 
ln(A/min-~) = 55.792, values ~ 1% above the Arrhenius analysis parameters,  again 
attesting to the accuracy of this procedure. 

4. Conclusions 

The use of  the nth order empirical model in the rate equation is a highly useful 
tool in characterizing thermally stimulated solid state reactions monitored under 
non-isothermal conditions by DSC and/or TG.  The value of  the reaction order 
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resulting from Arrhenius analysis of such data, together with the characteristic 
shapes of the ~ - T  (TG) and/or ~ - T  (DSC, DTG) curves, enables a realistic 
assessment of the reaction mechanistic model. It appears not to matter how the 
(E,,ln(A,),n) parameter set is obtained, using the thermoanalytical instrument 
supporting software (Borchardt-Daniels, Multilinear Regression or the Freeman- 
CarroU method), provided it can be shown that the derived kinetics parameters 
enable an excellent data curve fit. 

The characteristic values of the activation energy ratios E[E, and the logarithmic 
ratios of the pre-exponential factors In(AlAn) enable an evaluation of the chosen 
model kinetics parameters, which are within + 1% of the values resulting from a 
complete Arrhenius analysis. 

For single reactions, the nth order or correct model kinetics parameters vary very 
little with heating rate and, as previously discussed [9], yield essentially constant 
activation energies when subjected to peak (Kissinger [19]) or isoconversional 
(Friedman [20]) analysis. There are minor variations in the pre-exponential factor 
values, the magnitudes of which are dependent upon the actual solid state model. 
To a large degree, this appears to be exemplified by the second stage in the thermal 
degradation of calcium oxalate monohydrate. However, for the first and third 
diffusion-controlled stages in this step-wise decomposition, one observes significant 
changes in the nth order and, therefore, in the chosen model kinetics parameters. 
For single reactions, isoconversionally generated kinetics parameters can be em- 
ployed to calculate, at any heating rate, ~ - T  data compatible with those resulting 
from the single heating rate Arrhenius analysis, provided one makes allowance for 
the correct model in the pre-exponential factor values. However, this is not the case 
if the experimental or computer-simulated data are, in fact, the effective result of a 
set of multiple reactions operating in a mutually independent fashion. This aspect 
of thermally stimulated solid state kinetics will be discussed in more detail in a 
future publication. 
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