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Abstract 

The dynamic heat capacity of a substance is a fundamental quantity related to the dynamics of the material and its 
measurement provides invaluable information on the system dynamics. We developed dynamic calorimeters based on the 
temperature modulation method and the adiabatic method. These dynamic calorimetrie techniques were applied to the study of 
slow relaxation of a supercooled liquid [Ca(N03)&,(KN03), 6 near the glass transition. After defining dynamic heat capacity 
from the linear response theory, we describe theoretical as wel1 as technical aspects of modulation calorimeters and adiabatic 
calorimeters developed in this laboratory in detail. Based on the dynamic heat capacity data of calcium-potassium nitrate 
obtained with these calorimeters, merits and demerits of the various methods are pointed out. Future prospects are given. 
0 1997 Elsevier Science B.V. 
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1. Introduction 

Calorimetry, whose name originates from Lavoi- 
sier’s calorie theory of heat [l], is an indispensable 
tool for modern day research in chemistry, physics, 
materials science, and biology, and a number of 
methods with varying degrees of precision and 
accuracy have been developed [2]. This is due 
to the fact that it allows one to directly monitor 
the free energy change of a given system as the 
extemal parameter such as temperature varies. 
This unique ability of calorimetry follows from 
the definition that heat capacity (per unit volume), 
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CP, is given thermodynamically by 

where T, H, S, Vare the temperature, the enthalpy, the 
entropy, and the volume of a given system, respec- 
tively [3]. One of the common experimental methods 
used to probe a condensed matter system is to measure 
the linear response of the system to a smal1 extemal 
perturbation; heat capacity represents how the tem- 
perature of the system varies when a smal1 amount of 
extemal heat is applied to it. Dielectric constant is 
another example belonging to the same class; dielec- 
tric constant represents the response of the system to a 
smal1 extemal electric field. While it is wel1 known 
that dielectric constant may be frequency-dependent, 
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it is less wel1 known that heat capacity may be a 
dynamic quantity. 

Since heat capacity is generally considered to be a 
static thermodynamic quantity as defined above, the 
concept of dynamic heat capacity seems, at first 
glance, perplexing. However, the concept of dynamic 
heat capacity appears natura1 if one recalls that static 
thermodynamic quantities are time-averaged (or 
ensemble-averaged) ones. In other words, they are 
static not because they do not change in time, but 
because they change too rapidly on the experimental 
time scale. Consequently, it is quite conceivable that 
there exists a situation where the value of heat capacity 
depends on the measuring time scale. (We shall use the 
term dynamic heat capacity to denote frequency 
or time dependent heat capacity. See Section 2.1.) 
Suppose, for instance, a system contains a slow 
process relaxing with a characteristic time r which 
lies within our experimental time window, then this 
wil1 result in the complex frequency-dependent 
heat capacity, C,(w). C,(w) of this system would 
show dispersion in real part and a peak in imaginary 
part at w G r just in the same way as dielectric 
constant does. Indeed, this idea of dynamic heat 
capacity has already been suggested long ago in the 
literature. Anomalous ultrasonic attenuations in 
polyatomic gases [4] and the critical attenuation of 
ultrasound near critical points [5], for instance, have 
been explained in terms of dynamic heat capacity. 
Although it is not common to directly observe 
dynamic heat capacity, there are experimental situa- 
tions where these dynamic heat capacities were 
indeed measured. For example, Smith [6] observed 
the frequency dependent heat capacity in germanium 
and discussed it in terms of a delay in equilibrium. 
Dynamic heat capacity due to structural relaxation 
was also measured near the glass transition of glycerol 
[71, salol [8], potassium-calcium nitrate mixture 
[9,10], and polymers [l ll. 

In this paper, we review our efforts to develop 
calorimetrie techniques to directly measure the 
dynamic heat capacity of condensed matter. We shall 
cal1 these calorimetrie techniques collectively 
dynamic calorimetry. Our efforts have been directed 
in two directions: the temperature modulation 
method and the adiabatic method. A modulation 
calorimeter measures the response of a sample to a 
smal1 oscillatory heat input. Thus, one works in 

the frequency domain in modulation calorimetry 
and the inverse of the oscillation frequency sets a 
natura1 experimental time scale. An adiabatic calori- 
meter, on the other hand, works in the time domain; 
one applies a heat pulse to a sample and follows the 
temperature change of the sample as a function of 
time. Data obtained by modulation and adiabatic 
calorimeters are connected to each other via the Four- 
ier transform. We have also developed a method for 
operating the adiabatic calorimeter in the scanning 
mode (cooling as wel1 as heating) with variable scan- 
ning rates from 0.01 to 2 K/min. These various 
dynamic calorimetrie techniques are described in what 
follows; however, commercially available calori- 
meters, which can yield dynamic information, such 
as differential scanning calorimeters (DSC) and 
modulated temperature DSC (MTDSC) are not 
discussed here, since they are treated elsewhere in 
this issue. 

The organization of the paper is as follows: In 
Section 2, we present a brief theory for dynamic 
heat capacity from a phenomenological point of 
view and discuss the genera1 aspects of dynamic 
calorimetry. Then in the following sections, we 
describe in detail the principles of dynamic calori- 
meters we constructed and the experimental imple- 
mentation of the principles. The discussion of each 
method is closed with experimental results obtained 
by applying the method to our standard sample, a 
supercooled liquid [Ca(N0s)2]0,4(KN0~)0,ó(CKN). 
When a liquid is supercooled without crystallization, 
a slow relaxation phenomenon occurs and the 
dynamic heat capacity can be observed. CKN, a binary 
mixture which becomes an ionic liquid when 
melted, is one of canonical glass-formers and 
wil1 play a role of testing ground for our various 
dynamic calorimetrie techniques. Since potassium 
and calcium ions have spherical charge distribu- 
tions and nitrate ions are of trigon shape, CKN 
represents one of simple systems which can stay 
undercooled for days without crystallization. It is 
the point of this paper to display the capability 
of dynamic calorimetry as a dynamic probe of 
condensed matter, so that we refrain from presenting 
a variety of data from diverse physical systems. 
However, dynamic calorimetry has wide potential 
applications; this point and future outlooks are 
discussed in the final section. 



EH. Jeong/Thennochimica Acts 3041305 (1997) 67-98 69 

2. Dynamic heat capacity and dynamic 
calorimetry 

2.1. Linear response theory 

To extend the thermodynamic definition of heat 
capacity given in Eq. (1) we resort to the genera1 
response equation [ 121: The response c(t) of a system 
to an external perturbation a(t) can be written as 

/ 
f 

c(t) = K1 (t, t’)u(t’)dt’ 
J-32 t t + JJ Kz(t, t’, t”)o(t’)a(t”)dt’dt”+. 

-lx -cc 

(2) 

Here E is any strain quantity, o is an externally applied 
stress quantity, and K, and K2 represent the response 
functions. Eq. (2) was derived under only two 
assumptions, causality and analyticity, [ 131 and there- 
fore is applicable to a variety of linear and nonlinear 
situations. From the statistical mechanica1 point of 
view, al1 the equilibrium or near-equilibrium proper- 
ties of a system with a fixed volume are described as a 
function of Af’O/kBT, where Xe is the Hamiltonian of 
the system and kB is the Boltzmann constant. For a 
smal1 temperature variation ST, the perturbing term in 
the Hamiltonian can be obtained from 

20 

kB(T + ST) 
~ x00(1 -STIT1 

kBT ’ 

Thus, the external perturbing field a, in our case, is 
represented by 6T/T which couples to the Hamil- 
tonian of the system in the fixed volume case. For 
isobaric situations which is more common with con- 
densed matter, ST/T couples to (Xu +pV) where p 
denotes pressure. Except for phenomena occurring at 
low temperatures ST/T is usually smal1 and thus only 
the first term in Eq. (2) is necessary and one can utilize 
the linear response theory [ 141. 

For the isobaric thermal responses E is equal to the 
enthalpy change from the equilibrium value, S(H), per 
unit volume and Eq. (2) becomes [15] 

S(H(t))= t 
V J &(t> t’)aT(t’)dt’ + C;ST(t). 

-cX 
(4) 

Here we have taken ST as the perturbation instead of 

6T/T following the usual definition of the heat 
capacity. Cy represents the contribution from the fast 
degrees of freedom such as phonons and KH is the 
response function due to the slow relaxation of the 
system. One also defines the relaxation function 

f 
R(t, t’) = J KH(t, t”)dt” (3 

-!x 

which represents the response of the system to a step- 
like stimulus. For the system in equilibrium the 
relaxation function has the property of being station- 
ary, that is, R(t, t’) = R(t - t’). Then from the linear 
response theory, it can be shown that 

(6) 

where SHR represents the enthalpy fluctuation asso- 
ciated with the slow relaxation. 

In the frequency domain [16], that is, with the 
oscillating perturbation ST N exp(iwt), the dynamic 
heat capacity with real and imaginary parts, 
C,(w) = C;(U) - K:(w), may be expressed in terms 
of the one-sided Fourier transform of either the 
response function KH(~) or the time derivative of 
the relaxation function R(t) from Eq. (4) [ 171: 

J aZ C,(w) = 
0 

KH(t)e-“‘dt + Cp” 

zz J m[-dR(t)/dt]e-‘“‘dt + Cp”. (7) 
0 

Since R(t) is given by the enthalpy-enthalpy correla- 
tion function, C,(w) can be written as 

CP(u)=~-&/mdte-‘“‘(6HR(0)6Hn(r)) 
B 0 

(8) 

where C$ is the usual static heat capacity given by 

q=cp+R(O)=C)+~. (9) 

Thus, the slow relaxation of enthalpy governed by the 
system dynamics is the origin of the frequency-depen- 
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dent heat capacity and therefore one can probe the 
slow dynamics of the system by measuring the 
dynamic specific heat. On the other hand, when the 
dynamics of the system occurs at a rate faster than the 
probing frequenties, then the dynamic heat capacity 
becomes the usual static heat capacity. 

2.2. Examples of dynamic heat capacity 

In this section a very simple model illustrating 
dynamic heat capacity, originally due to Herzfeld 
and Rite [4], is presented for the heuristic purpose. 
Elementary aspects of glass transition related to 
dynamic heat capacity are also discussed. Early stu- 
dies of sound propagation in gases revealed a striking, 
then unexpected differente in the attenuation constant 
between monoatomic gases and polyatomic gases 
[ 181. The sound absorption in COZ, for instance, shows 
a peak at about 20 kHz at 1 atmospheric pressure. 
Since, the physics of gases are govemed by collisions 
and the collision time rc is approximately lO-‘O s 
under STP, one would expect only monotonic beha- 
viors at such low frequenties. Herzfeld and Rite 
pointed out that the absorption peak in a polyatomic 
gas could be explained by the thermal relaxation 
caused by the temperature oscillation accompanying 
adiabatic sound propagation in the gas. 

Suppose a certain amount of heat pulse is given to a 
gas system, say OZ, then this energy wil1 be distributed 
among different degrees of freedom for the system to 
achieve equilibrium. Energy transfer between differ- 
ent degrees of freedom in gas molecules takes place 
via collisions. Since the efficiency of energy transfer 
among translational (and rotational), or extemal, 
degrees of freedom is very effective, it only takes 
several collisions to establish equilibrium. It also 
tumed out that the energy exchange between vibra- 
tional degrees of freedom in polyatomic molecules 
can proceed rapidly; thus, it takes only several 
hundred collisions for the vibrational, or intemal, 
degrees of freedom to establish equilibrium among 
themselves. On the other hand, the energy transfer 
efficiency between extemal and intemal degrees of 
freedom is very poor and it may take millions of 
collisions for the system to fully equilibrate. Thus 
one can model the polyatomic system as consist- 
ing of two distinct, that is, extemal and intemal, 
thermodynamic systems with their own, possibly 

intemal 
Ti 

dQ - q(t) = Cw dT 

Fig. 1. Schematic diagram representing a polyatomic gas system. 
The translational degrees of freedom is designated as phonon bath 
(in the context of condensed matter) and its temperature is denoted 
by T. The intemal degrees of freedom are depicted by a spring in 
the dumbbell-shaped object in the tigure; however, the object 
represents not a single molecule, but al1 the molecules collectively. 
The intemal degrees of freedom are at T, called internal 
temperature. There occurs a heat flow q, characterized by the 
relaxation time r, from the phonon bath to the intemal degrees of 
freedom, when dQ is given to the system. C” is the heat capacity 
of the phonon bath. 

different, temperatures. (We regard that the two 
systems establish their respective equilibriums 
instantaneously.) 

A schematic diagram depicting the model is shown 
in Fig. 1. We cal1 the extemal degrees of freedom 
collectively as the phonon bath; its temperature and 
heat capacity are denoted by Tand C”, respectively. 
(Since our main concern is on condensed matter in this 
paper, the term phonon bath is used to designate 
instantly responding degrees of freedom.) It should 
be kept in mind that the temperature we detect with a 
sensor is the phonon temperature Tand this is what 
appears in the response equation Eq. (4). (See Sec- 
tion 2.3.) The situation is described by the energy 
balance equation: 

dQ - q(t) = C==dT (10) 

where dQ is the energy input to the phonon bath and 
q(t) is the energy flow from the phonon bath to the 
intemal degrees of freedom. The latter process is 
assumed to be characterized by the relaxation time 
T. By defining the intemal heat capacity C’ = dq/dTi 
where c is the intemal temperature and using a typical 
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relaxation equation for Ti 

dTi Ti - T 
dt=-r> (11) 

Eq. (10) is turned into the rate equation 

c~!!!_dQ I ciTi-T 
dt dt Í- (12) 

Remembering that Eq. (12) is a linear equation, we 
write, for an oscillating heat input Q = Qa exp(iwt), 
the temperature oscillations as 

T = ST*&” + To; T, = STl~ei“" + TO (13) 

where T. is the equilibrium temperature and 6T* and 
ST: are the complex amplitudes of oscillation. Then 
Eq. (11) yields 

ST* 
bT,! zz ~ 

1 tiwr 
(14) 

and the complex dynamic heat capacity, 
C(w) -_ Qo/ST*, is given from Eq. (12) by 

(15) 

where C? = Cm + C’ is the static heat capacity. Thus, 
this simple model with the Debye relaxation clearly 
illustrates what lies at the heart of dynamic heat 
capacity. It typically occurs when two or more ther- 
modynamic systems, which are parts of one physical 
system, are not in (global) equilibrium but relaxing 
toward equilibrium, although they themselves are in 
local equilibrium separately. 

Of course, there exist many such examples in 
condensed matter: ions and electrons in a plasma 
system; hot electrons in a semiconductor; spin and 
lattice degrees of freedom in nuclear magnetic reso- 
nance: and two leve1 systems in a glass at low tem- 
peratures to name a few [ 191. However, the relaxation 
times of these phenomena are generally very short and 
consequently dynamic heat capacity is not directly 
observable. Glass transition phenomenon provides a 
good example of dynamic heat capacity. When a 

liquid is cooled below its freezing point, it normally 
crystallizes within a few degrees of supercooling. But 
for some materials, so-called good glass-formers, a 
large degree of supercooling is possible and the slow 
dynamics of the supercooled state can be studied with 
dynamic calorimetry whose practica1 dynamic range 
is from 10P2 Hz to several kHz. As a glass former is 
cooled below its freezing point, the characteristic time 
of the relaxing internal modes gets longer and at some 
point the relaxing modes split off from other fast 
degrees of freedom which set the system temperature, 
T. Although it is not clear what constitutes the internal 
modes in a supercooled liquid, it is stil1 possible to 
deal with this situation in a phenomenologically sim- 
ple way by defining the temperature for the intemal 
modes just as it was done in the polyatomic gas case. 
This internal temperature is usually called jìctive 
temperature Tf in the literature [20]. The dynamic 
heat capacity associated with supercooled liquids 
tumed out to have very different shape from the simple 
Debye form, indicating the collective nature of glass 
transition phenomenon. 

2.3. Genera1 aspects of dynamic calorimetry 

In this section, we briefly consider the genera1 
aspects of dynamic calorimetry in connection with 
Eq. (4); technical details of various methods are 
described in the following sections. It should be 
pointed out that there are two methods of measuring 
the dynamic heat capacity of a given system using 
Eq. (4). First, one may generate a temperature oscilla- 
tion in the system by thermally attaching the system to 
a heat reservoir whose temperature is oscillating, and 
measure the response S(H). (The time domain version 
or a temperature jump experiment can be conducted in 
a similar fashion.) The variation of the enthalpy of the 
system can be monitored by watching the heat flow Qfl 
from the reservoir to the system, since 6(H) = s dtQ, 
by the first law of thermodynamics. This is the method 
used in DSC or MDSC measurements where power is 
varied according to the prescribed temperature varia- 
tion. The converse situation occurs in the second 
method: one supplies an oscillating heat (or a known 
fixed amount of heat) to the system and monitors the 
ensuing temperature response with a sensor. Al1 the 
calorimeters we describe in this paper adopt the 
second method. 
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0 a 
Fig. 2. Schematic diagrams showing two methods of measuring 
dynamic heat capacity: (a) The system is thermally attached to the 
reservoir and the temperature of the reservoir jumps from T to 
T + 6T at a certain instant as depicted in the top figure. The heat 
flow Qn from the reservoir to the system behaves as described in 
the second figure. An instantaneous heat absorption, corresponding 
to 6H,, by the fast degrees of freedom is followed by the gradual 
heat flow caused by the absorption of the slow degrees of freedom. 
(b) A certain amount of heat, dQ, is given to the system as sketched 
in the top figure, and the change in the system temperature T is 
followed. The system temperature T jumps instantaneously, and 
this instantaneous jump is accompanied by the gradual decrease as 
the supplied heat energy is shared by the intemal degrees of 
freedom. The decrease in SH, appears as an increase in the 
intemal enthalpy ~HR by the same amount. 

Perhaps it is more instructive for understanding the 
above two views if one considers the response of the 
system in the time domain, rather than in the fre- 
quency domain. Fig. 2(a) is a schematic diagram 
depicting the first method, where the system is in 
intimate contact with the reservoir. Now suppose that 
there is a step-like temperature jump 6T in the reser- 
voir. The same 6T shift is established in the system 
temperature via the heat flow from the reservoir to the 

system. If one carefully analyze & as a function of 
time, one wil1 find that it consists of two parts: the 
instantly responding part, cin; and the slowly 
responding part, ($‘. In other words, the system takes 
up Q? = j-Mi?,-, which is due to the fast degrees of 
freedom (extemal or phonon), and brings up its tem- 
perature (or more accurately its phonon temperature) 
by ST instantly. However, it takes time for its intemal 
deKrees of freedom to respond and they wil1 absorb 
&, gradually from the reservoir to reach equilibrium. 
From this discussion it is clear that what we cal1 the 
temperature of the system is that of the extemal 
degrees of freedom of the system when it is not in 
full equilibrium. Fig. 2(b) depicts the opposite situa- 
tion where a constant amount of heat is supplied to the 
system and the temperature of the system is followed. 
Here at the instant when heat is supplied the energy is 
shared only among the phonon degrees of freedom, 
and then part of energy slowly diffuses into the inter- 
na1 degrees of freedom. Thus, the temperature of the 
system (again more accurately its phonon tempera- 
ture) first shows a step-like jump which is then fol- 
lowed by a gradual decrease as shown in Fig. 2(b). In 
closing this section we mention one aspect of heat 
which was neglected in the discussion, but is practi- 
cally very important in constructing calorimeters. That 
is, heat does not propagate, but diffuse. It means that 
one cannot raise the temperature of a whole sample of 
any finite size instantly and the process must involve 
thermal conduction and consequently thermal con- 
ductivity of the sample. Although thermal conductiv- 
ity is in its own right very important physical quantity, 
it can become a nuisance in measuring dynamic heat 
capacity. 

2.4. Physical meaning of the imaginary part C;(w) 

One of the interesting aspects of generalizing heat 
capacity defined in Eq. (1) to a dynamic quantity as 
defined in Eq. (8) is the appearance of the imaginary 
part in dynamic heat capacity. At first glance this may 
seem strange in view of the facts that one is dealing 
exclusively with heat in measuring dynamic heat 
capacity and that the imaginary parts of linear sus- 
ceptibilities are normally related to dissipation. 

To understand the meaning of the imaginary part of 
Cr(w), perhaps it is profitable to consider more famil- 
iar dielectric susceptibility first. Suppose an oscillat- 
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ing electric field E = EO cos wt (real part of eiW’; we 
use real, instead of complex, representation in this 
section) is applied to a dielectric sample with the 
dielectric susceptibility x(w) = x’(w) - ix”(w). It is 
also supposed that the sample is in contact with the 
heat reservoir and the isothermal condition is main- 
tained while the field is applied. Then the induced 
polarization is written as 

P = x’E0 cos wt + x”Eo sin wt (16) 

and the dissipation during one cycle is calculated 
to be 

Qdiss = 
f 

8P 
dt-E = nx”Ei. 

at 
(17) 

After one cycle of oscillation the sample goes back to 
its 8riginal state; what happens during the cycle is that 
the external field does work and this work is turned 
into heat Qdlss. It is of importante to realize that these 
processes occur in the sample, but the heat is trans- 
ported to the reservoir to keep the sample temperature 
constant. Thus, the net result at the end of one cycle is 
the increase of entropy in the reservoir by an amount 
of 

AS,,, = frrx”E; (18) 

where Tis the temperature of the sample. This result 
demonstrates that x” 2 0. 

Now we move on to the dynamic heat capacity case. 
While the calorimeters we describe in this paper al1 
adopt the second method of Section 2.3, it is heur- 
istically easier to follow the first method in the dis- 
cussion about the imaginary part. We suppose that the 
system temperature oscillates with ST = STo cos wt 
since it is in contact with the reservoir whose tem- 
perature varies accordingly. Then the enthalpy of the 
system would vary as 

ti(H) = C’GTo cos wt + C”ST0 sin wt (19) 

where C’ and C” denotes the real and imaginary parts 
of total heat capacity, respectively. Here again the 
system returns to its original state and nothing changes 
after one cycle; however, it can be easily seen that the 

entropy of the reservoir increases. To see this, note that 
the heat flow from the system to the reservoir is given 
by minus & where & = d6(H) ldt. Thus, the entropy 
change of the reservoir AS,,, per one cycle is calcu- 
lated to yield 

AS,, = 
f 

dt $&=;/dr&(-l+;) 

This result indicates that C” leads to the entropy 
increase of the reservoir just as x” does and, of course, 
C” > 0. Again it should be pointed out that the 
entropy production occurs in the sample as a result 
of the time lag of the system response during the heat 
exchange process. 

3. Modulation calorimeters 

3.1. Traditional ac calorimetry 

Traditional ac calorimetry, initially developed by 
Kraftmakher [21] and Sullivan and Seidel [22], is a 
calorimetrie technique in which a smal1 amount of 
oscillating heat is supplied to a sample either by Joule 
heating or light heating and the ensuing temperature 
oscillation is measured. Since this temperature oscil- 
lation is inversely proportional to the heat capacity of 
the sample in the proper regime, one can determine the 
heat capacity of the sample by carrying out measure- 
ments at a judicially chosen frequency. While this 
method was mainly used to determine static heat 
capacity of materials [22-251, it is natura1 to attempt 
to extend the technique as a dynamic probe. 

3.1.1. Energy balance equation 
Consider a situation where an oscillating power is 

applied to a sample of typical thickness d. Suppose 
that the thermal diffusion time TD = d2/D, where D is 
thermal diffusivity, in a sample is very short compared 
to the period of an applied oscillating power. Or 
equivalently d « A, where X = m is the thermal 
wavelength. Thermal wavelength, naturally defined 
via the heat diffusion equation in Section 3.2.1, char- 
acterize the length over which the temperature oscil- 
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sensor 
1 

Ks 

sample 

Kb 

heater 
bath 

Fig. 3. Schematic diagram depicting a thertnal situation of 
traditional ac calorimetry. A sample is connected to a sensor, a 
heater, and the bath by thermal conductances K,. &, and &,, 
respectively. It is usual that the sensor (thermocouple) and the 
heater (wire of 7.5 Pm diameter) are very tightly attached to the 
sample and they have negligible heat capacities. Then the 
relaxation times related to K, and Kh are very short and not to be 
considered. Kb is the only thermal conductance one needs to take 
into account. 

lation decays. This can easily be achieved for a thin 
sample with high thermal conductivity by applying a 
sufficiently low-frequency power. Then, the sample 
may be regarded as oscillating in temperature as a 
whole without a temperature gradient and the situation 
can be dealt with using a simple energy balance 
equation [24]. Fig. 3 illustrates this situation of tradi- 
tional ac calorimetry. A sample is connected to a 
sensor, a heater, and a surrounding shield (bath) by 
thermal conductances K,, Kh, and Kb, respectively. 
However, provided that the sensor and the heater are 
very tightly attached to the sample and that they have 
negligible heat capacities, the relaxation times related 
to K, and Kh are vexy short and can be neglected at 
frequenties of current interest, that is, below 1 Hz. 
(See the next section.) Thus, the only thermal link one 
has to consider is Kt, and this may be due to the support 
lead connecting the sample to the shield, radiation, 
and/or residual gases. 

Let PO exp(i2wt) be the ac power generated in the 
heater and S(H) be the enthalpy change of a sample 

assembly (sampleiaddenda) due to the ac power. 
(Here we use 2w as the oscillating angular frequency 
of power, since we shall use the resistive heating as the 
power source. f = w/27r is then the frequency of the 
electric current flowing through a heater and this is in 
accord with the convention of the 3w technique in the 
next section. We shall often use fT to denote tempera- 
ture oscillating frequency, that is, fT = 2f .) Then the 
energy balance equation is written as 

poei2dj = dwf) (t) ~ + &hT(t). 
dt (21) 

The first term of RHS of Eq. (21) represents the rate of 
heat absorbed by the sample assembly and the second 
term stands for the heat leak to the bath through the 
link. Since Eq. (21) is linear, the solution ST(t) can be 
written as 

where ST* is the complex amplitude of oscillation. 
Substituting Eq. (22) into Eq. (21), we have 

Po/cYT* = i2wc(2w) +Kb = i2wc’+2wc”+&, 

(23) 

where C is the total heat capacity of the sample 
assembly. Equating the real and imaginary parts of 
Eq. (23) yields the following two equations for the 
temperature oscillation: 

(&I/I~T*/)~ = (2wC’)’ + (2wC” + &,)2 (24) 

and 

4 = -arctan(2we:Kb) (25) 

where -7r/2 < 4 < 0. From these equations, C’ and 
C” can be written in terms of experimentally measured 
quantities IST*( and $J as follows: 

po C' = - 2w,6T*,sin4 

po Kb c” = 2w,ST*, cos 4 - G (27) 
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Thus, if C(2w) is indeed frequency dependent and has 
real and imaginary parts, one can obtain the dynamic 
heat capacity by measuring the magnitude and phase 
of 6T* as a function of frequency. In ordinary cases 
where the heat capacity is real, that is, C” = 0, the 
magnitude and phase of the temperature oscillation 
become 

IST*I = J-?&+; 4 = -arctan(F), 

(28) 

and K,, is given as 

Kb =&cosqb 

Before presenting experimental data, a couple of 
remarks are in order. First, we have neglected the 
effect of the dc power, Pa, which is always present in 
resistive heating in the above discussion. The dc power 
wil1 simply raise the average temperature of the 
sample assembly with respect to the surrounding bath 
by an amount of AT = Po/Kb and ac oscillation 
occurs around the raised temperature. This means that 
ac calorimetry does not operate in adiabatic environ- 
ment and there exists a heat flow from the sample to 
the bath via Kb. Second, if Kb is chosen such that 
Kb « WC, then Eq. (28) becomes 

IST’I &, 4r-7r/2 (30) 

and these are conditions for the quasiadiabatic regime 
where one normally works in the traditional ac calori- 
metry. The regime is called quasiadiabatic, since there 
is negligible ac heat loss during one cycle, although a 
dc heat flow is always present. Since we change 
frequenties in dynamic measurements, we are not 
necessarily in this regime and must take into account 
the effect of heat loss by using the full formula 
Eqs. (26) and (27). 

3.1.2. Experimental results 
In this section experimental data collected with the 

traditional ac calorimeter are presented after we 
briefly describe our experimental set-up. Fig. 4(a) 

shows the schematic diagram of the calorimeter. Sur- 
rounding a sample cel1 are a temperature controlled 
inner shield and a radiation shield. These shields are 
made of copper. The whole assembly is housed in a 
vacuum can ( 10p4 torr) and the can may either be 
immersed in liquid nitrogen or sit at room tempera- 
ture. The inner shield is wound with a resistive wire 
and the temperature of the shield is controlled during 
operation using a commercial temperature controller 
or the PID temperature control program developed in 
this laboratory [26]. The instability of the temperature 
control is within 2 mK. We cal1 the temperature con- 
trolled inner shield bath. 

As for sample preparation, we directly attach a 
heater on a solid sample either by film deposition 
with a mask (see Fig. 12(b)) or winding a thin metallic 
wire. For a liquid sample, a cel1 is constructed usually 
with silver foils of typical thickness 0.1 mm; however, 
liquid CKN, our standard sample, tumed out to inter- 
act even with noble metals. So aluminum was used for 
CKN cells. Since the upper frequency limit of the ac 
calorimetrie method is set by intemal diffusion time, 
the cel1 is made to have the thin rectangular cylindrical 
shape of approximate dimensions 10 mm x 1 mmx 
1Omm. The schematic diagram of a typical cel1 is 
shown in Fig. 4(b). One can estimate the thermal 
diffusion time rD for the cell. For example, since 
the thermal diffusivity of CKN D is approximately 
0.2 mm2/s near the glass transition temperature [ 101, 
7~ 2 (LI/~)~/D of the cel1 is about 1.2 s. To further 
reduce 70 by enhancing heat transport, we put 
pieces of aluminum wire in the cell. By following 
this preparation method, the highest frequency at 
which we obtained good data with CKN was about 
0.13 Hz. The thick solid line vertically attached to 
the cel1 represents a copper lead of diameter 
0.5 mm connected to the shield. The lead provided 
a mechanica1 support as wel1 as a thermal link. (Kb 
is determined by this support lead for the most 
part and we shall come back to this point with 
experimental data.) Put on the top of the cel1 is a 
lid on which a sensor is attached. Temperature 
sensors used in the experiment with CKN were 
thermocouples. Thermocouples have negligible 
masses and consequently the thermal responses are 
instantaneous. Heater wire of diameter 75pm is 
wound around the sample cel1 to yield -30 R. Again 
the mass of heater wire is negligible. 
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0 a (b) 
Fig. 4. Schematic diagrams of the traditional ac calorimeter, (a) the cryostat (b) a liquid sample cell: (A) sample assembly; (B) inner shield; 
(C) copper support lead; (D) temperature sensor; (E) radiation shield; (F) stainless steel tube; (G) vacuum line; (H) liquid nitrogen. The cel1 
has the thin rectangular cylindrical shape of approximate dimensions 10 mm x 1 mm x 1Omm. The thick solid line vertically attached to the 
cel1 represents a copper lead (C) connected to the shield. The lead provides a mechanica1 support as wel1 as a thermal link. 

To induce temperature oscillation in the sample, the 
output from a frequency synthesizer is fed into the 
heater. The ensuing temperature oscillation (the mag- 
nitude is kept less than 20 mK, usually -10 mK) in the 
sensor is measured with a digital nanovoltmeter trig- 
gered by the sync-out signal of the synthesizer and the 
signal voltage variations are read 64 points per period 
and 6 periods of temperature oscillation. To enhance 
precision, several data sets are averaged. To extract the 
magnitude and phase information, this averaged data 
set is fitted to the sinusoidal function with the quad- 
ratic background which compensates for the drift in 
temperature during data acquisition. The current sup- 
plied to the heater of the sample cel1 is separately 
calibrated to take into account the variation of the 
heater resistance as a function of temperature. Al1 the 
electronic equipments are connected to a PC via IEEE- 
488 interface. 

Before conducting an experiment with the ac calori- 
meter, one may check the characteristics of the calori- 

meter; this can be done in either the time domain or the 
frequency domain. The first method is to apply a 
constant amount of dc power, Pdc, to the sample. Then 
the temperatures of the sample and the shield are 
stabilized at Ta and Ta - AT, respectively, where 
AT is given by Pdc/Kb. Now if the heater of the 
sample cel1 is tumed off at t = 0, then the temperature 
of the sample, T(t), wil1 evolve exponentially, that is, 
for AT « To, 

T(t) = Ta - AT(1 - eë+‘lnr) (31) 

where 

C 
Tlink = -. 

& 
(32) 

From these measurements, one can obtain Kb and r]ink. 
Fig. 5 is the result for a particular sample cel1 filled 
with liquid CKN. After the cel1 was equilibrated at 
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Fig. 5. Temperature relaxation data of the traditional ac calorimeter for liquid CKN at 358.6 K (circles): After the cel1 was equilibrated at Tc, 
75 mK above the surrounding shield temperature, the heater was tumed off. The solid line represents the fitting of the data to the exponential 
function of Eq. (31). The relaxation time kink so obtained is 5 1 s. Compare this result with that of the adiabatic calorimeter in Fig. 19. 
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Fig. 6. Test of Eq. (24) of the liquid cel1 filled with CKN. Data points were taken at T = 358.6 K. Good linear relationship is found between 
(P/16T*I)* and (2~)~ below 2w = 1 ss’, that is, fr = 2f z 0.16 Hz. Inset shows the deviation of the data points at high frequenties from the 
linear relationship due to the heat diffusion effects. From the slope C is found to be 0.41 J/K and the intercept value gives Kt, = 0.008 W/K. 
This value of Kt, is accounted for by heat conduction via the copper support lead. 
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To = 358.685 K, AT = 75 mK above the surrounding 
shield temperature, by applying P& = 0.6 mw, the 
heater was turned off. The solid line represents the 
fitting of the data to the exponential function of 
Eq. (31). The relaxation time T]ink so obtained is 
51 s. From these values, we find that C = 0.41 J/K 
and Kb = 0.008 W/K. 

The second test of the calorimeter is to check if 
Eq. (24) with C” = 0 holds. Data points at various 
frequenties were taken at T = 358.6 K with the same 
CKN sample. As Fig. 6 shows, good linear relation- 
ship is indeed found between (P/IST*()* and (2~)~ 
below 2w z 1 s-‘, that is, fr = 2f x 0.16 Hz. Inset 
demonstrates that the data points at high frequenties 
deviate from the linear relationship; this is probably 
due to the intemal heat diffusion effects. From the 
slope Cis found to be 0.41 J/K and the intercept value 
gives Kb = 0.008 W/K. These values are in good 
agreement with those obtained in the first method. 
It is noted that the value of Kb is accountable for the 
most part in terms of heat conduction via the copper 
support lead. Using the value of thermal conductivity 
of copper at 350 K, 3.96 W/cmK, length approxi- 
mately 1 cm, diameter 0.5 mm, one finds that thermal 
conductance of the lead is approximately 
0.0077 W/K. Th US, in our ac calorimetrie set-up, heat 
conduction through the lead is larger than the heat leak 
due to radiation or gas conduction. It is pointed out 
that a reasonable value of Kb would produce smal1 dc 
offset in ac calorimetry. (In adiabatic calorimetry, Kb 
is suppressed as much as possible to allow a large 

7link.j 

Fig. 7 is the plot of the raw data of CKN, 
P0/2wlST*I and 4 as a function of temperature mea- 
sured by the traditional ac calorimeter. These data 
were taken at temperature oscillation frequency 
fr = 1/16 Hz. While Pc/2wlST*I shows the relaxa- 
tional behavior, the phase varies unusually as tem- 
perature is reduced. Note that the phase has different 
values above and below the peak. This is the combined 
effect of the C’ change and nonzero Kb in Eq. (25); of 
course, the peak in the phase is due to that of C”. In 
order to convert the raw data to C’ and C”, it is 
necessary to run the separate experiment with the 
empty cell. This calibration run is done at a single 
frequency. From the data for the empty cell, one can 
obtain the heat capacity of the cell, Ccel,, and Kb as a 
function of temperature using Eq. (26) and Eq. (29). 

1 
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Fig. 7. Plot of Pa/uj(LïT*/ and the phase (raw data) of CKN as a 
function of temperature measured by the traditional ac calorimeter. 
The plotted phase values (A4) are the relative change with respect 
to the high temperature value. Data were taken at temperature 
oscillation frequency fT = 2f = 1/16 Hz. Note the unusual beha- 
vior of the phase variation as temperature is reduced; the phase has 
different values above and below the relaxation peak. After 
calibrating for the empty cel], these raw data are converted to 
dynamic heat capacity values. 

Then the raw data is converted, using Ccel, and Kb, 
according to Eqs. (26) and (27) to yield dynamic heat 
capacity values. Fig. 8 shows the dynamic heat capa- 
city data of CKN at fr = 1/256 and 1/8 Hz. They 
show typical relaxational behaviors of a supercooled 
liquid. The transition from the high value of heat 
capacity to the low value occurs at different tempera- 
tures as the probing frequency is changed. However, 
since the dynamic range is limited (0.0039 < 
fr < 0.13 Hz), one cannot cover the full spectrum 
of slow relaxation occurring in supercooled CKN with 
traditional ac calorimetry. Thus, we are content here 
with demonstrating that traditional ac calorimetry can 
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Fig. 8. The dynamic heat capacity data of CKN atfT = 1/256 and 1/8 Hz. They show typical relaxational behaviors of a supercooled liquid. 
Since the dynamic range is limited, one cannot cover the full spectrum with traditional ac calorimetry. This defïciency is overcome with the 3w 
method. 

indeed be used as a dynamic tool. The deficiency of 
limited dynamic range is overcome with the 3w 
method. Even though ac calorimetry is not adequate 
to study glassy systems where response functions with 
very wide spectra1 width are ubiquitous, this method 
may have a role to play in investigations of biological 
systems if one can bring the upper frequency limit in 
liquid samples to a few Hz range with perhaps better 
designed sample cells [27]. Also by paying more 
attention to Kb one would be able to enhance the 
sensitivity at low frequenties. 

3.2. The 3w technique 

In doing dynamic calorimetry with a traditional ac 
calorimeter, one nies to eliminate the effect of thermal 
conductivity and make a sample oscillating in tem- 
perature as a whole. One may add metallic wires for a 
liquid sample like CKN to enhance thermal conduc- 
tion in the sample; for a solid sample, one may make it 
as thin as possible. However, there exists an unavoid- 
able limit in this approach due to the fact that heat 
diffusion would produce a temperature gradient in the 
sample at high frequenties. Since the geometry of a 

sample here is not particularly wel1 defined, it is very 
hard to deal with the situation where a temperature 
gradient exists in the sample. So the method is usually 
limited to less than 1 Hz for liquids or dielectric 
crystals and perhaps tens of Hz for metallic solids. 
To extend the dynamic range, one has to resort to a 
new method. A new method, the 3w technique, we 
describe in this section takes advantage of a well- 
defined geometry with thickness of a sample much 
larger than the thermal wavelength to solve the heat 
diffusion equation and uses a heater as a sensor 
simultaneously to deal with the diffusive nature of 
heat. Since the sensor is at the same position as the 
heater (actually heater itself), we do not encounter a 
problem associated with the fact that the temperature 
oscillation decays within the thermal wavelength 
which becomes short at high frequenties. Thus, one 
can raise the upper limit of the dynamic range of 
modulation calorimetry. However, the price we pay for 
a large dynamic range is being involved with thermal 
conductivity. 

Long ago Corbino [28] discovered that a third 
harmonie voltage, which is usually several orders of 
magnitude smaller than the fundamental, appears 
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when one applies an ac current to a resistive heater. 
Later on, Filipov and Rosenthal [29] used the bridge 
technique to measure the third harmonie signal. Since 
this third harmonie signal results from the temperature 
oscillation in the heater, Smith et al. exploited the 
method to measure frequency dependent heat capacity 
of germanium [6]. In 1985, Birge and Nagel [7] 
measured the dynamic heat capacity (actually heat 
capacity times thermal conductivity) of glycerol by 
using the third harmonie detection technique with 
planar heaters and showed the spectroscopic capabil- 
ity of this method. Cahill et al. [30] utilized a thin line 
heater to measure thermal conductivity of solids. 
Recently, we have demonstrated how to use heaters 
of arbitrary widths in the 3w technique [31] and 
measured heat capacity and thermal conductivity of 
various liquid and solid samples [9,10,32]. Also Donth 
et al. have used the method to study the glass transition 
in various polymers [ 111. 

3.2.1. Heat dijjüsion equation 
Let US suppose that an infinitely long heater with a 

width 2b is placed on the surface of a semi-infinite 
medium as shown in Fig. 9, and it generates an 
oscillating power per unit length, PO exp(i2wt). (Here 
also exists, due to the dc component of power, a 
constant shift of the sample temperature with respect 
to the bath temperature, but it only causes a dc shift.) 
Using the result for an infinitely thin heater due to 
Carslaw and Jaeger [33] and remembering that the 
heater of width 26 can be regarded as a superposition 

c-- 2b- 

Fig. 9. Geometry of the heater and the medium. The medium is 
considered semi-infinite, and the heater of width 2b is regarded as a 
superposition of infïnitely thin line heaters located between x = -b 
and b. The heater is assumed to have a negligible mass and 
consequently no effect on the temperature profile of the medium. 

of such thin heaters located between -b and b, we 
arrive at the expression for the complex amplitude of 
the temperature oscillation at the surface: 

PO Oc cos(kr)sin(kb) 
GT’(x,y = 0) =; J kb(k2 + q2)1’2 

dk (33) 

0 

where K is the thermal conductivity and q is the 
complex thermal wavenumber defined as 

(34) 

It is noted here that the thermal oscillation decays 
exponentially in the y-direction with a characteristic 
length, defined bv various authors as the diffusion 
length, X = lql-‘= ,,/‘m = m/J2f, in 
which D is the thermal diffusivity. Because we shall 
use the heater as a sensor simultaneously (see Sec- 
tion 3.2.2), we calculate the temperature variation of 
the heater itself, S7’h, by taking the average of Eq. (33) 
from -b to b, that is, 

GT*(x,y = 0)dx 

po m =- J sin2(kb) 

(kb)2(k2 + q2)li2 
dk. (35) 

7rK 0 

Since the analytic expression of Eq. (35) is not 
known, one has to resort to the numerical calculation 
to find out the frequency dependence of STt,. As 
an example we chose the medium to be window 
glass. Using the thermal diffusivity, D = 0.3 mm2/s, 
typical for window glass, we obtain m = 
0.22 mm s-‘12, and X = 220/J2fpm where f is given 
in Hz. Fig. 10 is the calculated results for the heater of 
width 2b = 440 urn. (This width was chosen some- 
what arbitrarily for the sake of calculation.) Fig. 10 
shows that the magnitude (STt, ( (in units of Plmc) is for 
linearly proportional to log 2fbelow 0.01 Hz, that is, 
X > lob. On the other hand, when X < b/lO, 1ogjSThl 
is proportional to log 2f with the slope of - 1/2 as is 
illustrated in Fig. 10(b). Fig. 10(c) displays the phase 
as a function of frequency. It should be noted that the 
phase has a constant value of -45 degrees at high 
frequenties. 
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Fig. 10 The numerically calculated results for the heater of width 
2b = 440pm. The thermal decay length was taken to be 
X = 220/(2f)“‘pm (fis in Hertz), which is a typical value for 
window glass. Magnitude 16T$ of the heater oscillation is given in 
units of P/zn, while the phase is in degrees. 

It is easy to see how these numerical results follow 
from Eq. (35). If b « X, the integral can be carried om 
by first setting sin(kb)/(kb) = 1. The result of inte- 
gration is tast as 

= - sln2u - &ln(b’C,/K) 

_iP”+F!! 
4K 7rK (36) 

where n is a constant having the value of 0.922. . . 
Note that ST,, more accurately its real part, Re[GTt,], is 

indeed linearly proportional to the logarithm of the 
measuring frequency. Since the coefficient of this 
linear term is inversely proportional to the thermal 
conductivity, one can obtain the thermal conductivity 
from the slope if one measures Re[Sí”t,] as a function of 
frequency in this regime. Thus, it offers a way to 
measure thermal conductivity of a medium with a 
relatively smal1 temperature gradient by taking advan- 
tage of the well-established power of the ac modula- 
tion technique. 

For the opposite case of b » X, one can use a 
mathematica1 identity for the Dirac delta function 
1341 

lim L sinbx * 

[ 1 ~ = 6(x) b+m Tb sinx (37) 

to obtain from Eq. (35) 

&r 
h (38) 

where Po/2b is now the power per unit area. (Or one 
can easily solve the one-dimensional heat diffusion 
problem to obtain the same result.) By working in this 
regime, one can measure the product of heat capacity 
and thermal conductivity, Cr,~, of the medium. There- 
fore, in principle by changing the measuring fre- 
quency to cover both regimes, one can obtain the 
thermal conductivity as wel1 as the heat capacity of 
the medium separately. In addition, if the heat capacity 
becomes frequency-dependent, the magnitude and 
phase of 6Th would follow Eq. (38) with the complex, 
instead of real, C,(2w) as defined in Eq. (8). Thus the 
dynamic heat capacity can be obtained by measuring 
6Th as a function of frequency. 

When one deals with a liquid sample, one needs to 
evaporate a heater on a thick glass substrate. In this 
case the thickness of the substrate (like a solid sample) 
should be much greater than X to avoid boundary 
effects from the back. A liquid sample is then put on 
top of the surface of the substrate. Now that there exist 
two different media on opposite sides of the heater, 
that is, a glass substrate and a liquid sample, we have 
to extend the previous results. For the planar heater, it 
is straightforward, since the symmetry of the boundary 
matches that of the one-dimensional heat diffusion, to 
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show that Eq. (38) becomes 

Po Pb 
6Th = Jzqg + $iq/4 (39) 

where the subscripts g and 1 stand for glass and liquid, 
respectively. 

In case of a line heater, on the other hand, it may not 
be possible to solve the heat diffusion equation 
exactly. However, if we neglect the boundary mis- 
match [35], the problem can be written as a combina- 
tion of two separate heat diffusions and, by defining 
F(x) = -Inx + 7, 6Th is given as 

6Th = po 
7+$+m) F(M) 1+&$T-1) 1 

(40) 

where ql and qg denote the complex wavenumbers for 
the liquid and the glass, respectively. Since the quan- 
tity in the bracket Eq. (40) is very slowly varying with 
temperature, one can stil1 obtain the sum of thermal 
conductivities from the slape of 6Th vs. log 2f (see 
Section 3.2.3). Thus, the glass contribution plays the 
role of background in both cases. To obtain the back- 
ground information, one must carry out the measure- 
ments for the empty cel1 before taking data with 
samples. To implement above ideas into experimental 
reality, a method must be devised to detect the tem- 
perature variation of the heater itself. Also it becomes 
necessary to vary the width of the heater to cover the 
necessary range of b/X, since the dynamic range 
needed to cover both regimes for a heater with a given 
width is far greater (14 decades) than is available 
experimentally. 

3.2.2. Third harmonie detection 
In order to measure the temperature oscillation of a 

heater itself we use the aforementioned third harmonie 
detection method, which is briefly described here. If 
one drives the heater with a current at frequency w, 
I(t) = 10 cos wt, then one gets Joule heating at fre- 
quency 2w at the heater and thus the temperature of the 
heater oscillates at the same frequency with the com- 
plex amplitude 6Th as given in the previous section. 
Since the heater is made of a metal such as gold or 
silver, its temperature coefficient of resistivity, 
(Y = (1 /R) (dR/dT), is not zero and as a result its 

resistance also oscillates at frequency 2w. Thus, 

R(t) = &[l + cY16ThjCOS(k’t + $)] (41) 

where C#J represents the phase shift of 6Th with respect 
to the power oscillation. 

Due to the driving current Z(t) through the heater, 
the voltage across the heater appears as 

V(t) = Z(t)R(t) = 10 cos wt 

. &[l + cIIdThjCOS(2Wt + 4)] 

=h~&COswt +~~~Roa~6Th~COS(vt+q) 

+ ;&$&)+Th/ COS(kt + 4). (42) 

It is the second and third terms that contain the thermal 
information of the sample we want to measure. Note 
that they are relatively smal1 compared to the first term 
since Q z 0.004 K-’ and ISThI is usually kept less 
than 20 mK to stay in the linear regime. However, the 
last term, while small, appears at the third harmonie of 
the driving frequency and one can take advantage of 
this fact to measure the magnitude and the phase of the 
smal1 signal in the presence of much larger unwanted 
signal using the Wheatstone bridge. The actual experi- 
mental set-up, which makes use of the Wheatstone 
bridge operated with a frequency synthesizer, is shown 
in Fig. ll. We refer other technical details to Ref. [9]. 

3.2.3. Experimental results 
Since the frequency range available with the third 

harmonie detection scheme is limited generally from 
0.01 Hz to 5 kHz, one has to vary the width of the 
heater to bring the experimental frequency window 
into the proper regime. (The upper limit comes from 
the requirement that the common mode rejection ratio 
of the differential preamplifier be greater than 120 dB 
due to the smal1 3w signal level, while the low- 
frequency limit is given by the maximum time one 
can wait at a given condition.) The heaters with 
varying widths are obtained by thermally evaporating 
either gold or silver onto the polished surfaces of 
samples or substrates (for a liquid) through the masks 
whose patterns are shown in Fig. 12. The typical 
thickness of a heater is -1000 A. This thickness is 
dictated by the conditions that the heater must be thin 
enough to be « X (otherwise one would be measuring 
the heater properties) and to disturb the temperature 
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Fig. 11. Schematic diagram of the measuting circuit adopting the Wheatstone bridge. R, is a manganin wire with smal1 temperature- 
coefftcient of resistivity, and the resistances of R2 and R, are a few orders of magnitude larger than those of the left-arm resistances of the 
bridge. The scanner toggles the signal between the digital voltmeter (DVM) and the lock-in amplifïer for below and above 1 Hz measurements 
respectively. Note that the three-probe method is used to remove the lead effects in balancing the bridge. 

2b 

Ir L 
-w d- 2b L 

w 
Fig. 12. The mask pattems used to produce line (a) and planar (b) 
heaters. The length (L) of the line heater is -6 mm, while the width 
varies (2b). As for the plane heater, the line thickness, the total 
width t2b), and the length (L) are -400 urn, 4 mm, 6 mm, 
respectively. 

profile in the sample as little as possible. The length of 
line heaters is typically -6 mm, while the width is 
varied down to 12 urn. In the case of plane heaters, we 

use the zigzag pattem as shown in Fig. 12(b) to obtain 
a reasonable value of resistance. Both the length of a 
heater and the thickness of a sample are required to be 
much greater than X to satisfy the boundary condition 
assumed in solving the heat diffusion equation. The 
hardware arrangement surrounding the sample for the 
3w technique is nearly identical to that for the tradi- 
tional ac calorimeter in Fig. 4(a). 

To test the validity of the method, we made several 
samples of thick window glass (thickness = 1 cm » 
h) deposited with heaters of varying width and 
checked if Eq. (35) was obeyed as a function of 
frequency. Measurements were done in the neighbor- 
hood of room temperature. To obtain the magnitude of 
Ut,, which is necessary to calculate CP and K, from the 
measured voltage signal, the knowledge of u in 
Eq. (42) is required. In the 3w method, the resistance 
of the heater is automatically obtained in the course of 
the experiment, since the bridge is balanced at each 
temperature, and this allows one to calculate (Y. 
Fig. 13(a) and (b) show the magnitude of KZ’h vs. 
logarithm of measuring frequency on linear and loga- 
rithmic scales for the glass samples with heaters of 
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Fig. 13. Amplitude of temperature oscillation, ST,, of the 
heaters of various widths on thick window glass vs. the logarithm 
of measuring frequency 25 (a) 16Th/PI vs. log2f; (b) logarithm 
of 16Th/PI vs. log 2f; (c) the absolute phase of 6Th vs. log 2f. 
The widths (= 2b) of the heaters are indicated in the figure. 
In (a) and (b), /6Th/PI (in units mK and mw, respectively) is 
plotted since the power leve1 was changed as the measuring 
frequency varied. 

various width. The lines in the figure were generated 
numerically from Eq. (35) using the known values of 
CP and n of glass. It is obvious from the figure that the 
agreement between the experimental data and the 
calculated values are fairly good for al1 cases. Espe- 
cially encouraging is the obedience of the data to 
Eq. (36) and Eq. (38) in the two extreme regimes 
(26 = 12 urn and 4 mm) as can be seen in Fig. 13(a) 
and (b), since one would be largely working in these 
regimes where the interpretation of data is simple. 
When the width of the heater is in the middle, the 
crossover is seen as is predicted from Eq. (35). 

To further confirm this obedience we have mea- 
sured the absolute phase of the 3w signal. This was 
done by calibrating the phase shifts of measuring 
circuits such as the preamplifier, lock-in amplifier, 
and the frequency tripler for the high-frequency mea- 
surements. Only the calibration of the preamplifier 
shift was necessary for the low-frequency data taken 
digitally with a digital voltmeter. The phase data and 
calculated values are compared in Fig. 13(c). Here 
again the agreement is excellent. Thus, these measure- 
ments provide the justification for the assumptions we 
made previously. For example, we assumed that the 
metallic heater on top of the sample would not affect 
the temperature profile in the sample. Also neglected 
was the fact that the length of the heater is finite 
instead of infinite as assumed. Now one can be fairly 
confident about the capability of the 3w method as a 
tool for the measurement of thermal properties of a 
solid. Also we have shown that, even if the two 
extreme regimes give rise to simple interpretation 
of data, it is stil1 possible to deal with the finite-size 
effects utilizing the genera1 expression, Eq. (35). 

The 3w method was used to measure the thermal 
conductivity and the dynamic heat capacity in the 
supercooled state of CKN. Since the sample is liquid, 
we evaporated a heater on a glass substrate and put a 
short silica glass tube with the diameter slightly larger 
than the size of the heater as shown in the inset of 
Fig. 14. A smal1 amount of CKN was put into the tube 
and melted. Fig. 14 displays the thermal conductivity 
data of the empty sample cel1 and CKN as a function 
of temperature. They were obtained from the slope of 
Re[Uh] against log 2f for the empty and liquid-filled 
cel1 with a line heater of width 60 pm according to 
Eq. (36) and Eq. (40). While K~,J shows a linear 
behavior in temperature, P+~ displays a peculiar 
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Fig. 14. Thermal conductivity of the cell, rc,,ll. and the total conductivity, K~,I~ + KCKN, obtained from the slape of Re[6T,] of the line heater 
against log 2f are plotted as a function of temperature. The peak in ri,,~ + tccKN is solely due to the frequency-dependence of CP of CKN, 
while the linear part is due to the cel1 contribution. The solid line represents the calculated values assuming that the thermal conductivity of 
CKN, KC~, is constant. (See text.) Thus, KC~ is essentially constant and the truc total conductivity is indicated by the broken line. Inset 
shows the liquid sample cell. 

peak around 350 K. This behavior can be understood if 
we take into consideration the frequency dependence 
of CP of CKN. When C, is a frequency independent, 
real quantity at high and low temperatures, the term in 
the bracket of Eq. (40) shows little frequency depen- 
dence and its effect on the coefficient of log 2f is 
negligible (~0.05%). Thus, the slope gives rise to 
correct, total thermal conductivity of the cel1 and the 
sample. However, when CP of CKN becomes fre- 
quency dependent, the coefficient of log 2f obtained 
from the blind linear fitting of the STh data yields an 
erroneous value for the thermal conductivity and one 
has to use the full expression of Eq. (40). In other 
words, the frequency dependence of Cr,, which in turn 
makes the term in the bracket of Eq. (40) frequency 
dependent, does not allow the simple interpretation. If 
one insists on the linear relationship between Re[STh] 
and log 2f, then the coefficient is no longer inversely 
proportional to thermal conductivity. To account quan- 
titatively for the peak around 3.50 K, we calculated 
Re[STh], as a function of frequency, according to 
Eq. (40) by assuming K of CKN is constant and using 
the C,(2w) values of CKN in Fig. 15. Then we 
obtained the coefficient of log2f by linear fitting 
the calculated Re[6Th] values against log 2f. The solid 

line of Fig. 14 represents the results and it is in full 
agreement with the data. This fact clearly demon- 
strates that K of CKN is essentially temperature inde- 
pendent [36]. 

Fig. 15 shows the dynamic specific heat capacity, 
C,(2w), of CKN measured by the 3w technique as a 
function of temperature at various frequenties. (The 
values of frequency denoted in the figure are those of 
fr = 2f.) These values of C,(2w) were obtained by 
dividing the planar heater data, C,,(2w)r;, with the 
constant value of 6 of CKN from Fig. 14. C,(2w) 
shows a typical relaxation behavior of a supercooled 
liquid as is often seen in dielectric measurements. In 
other words, the real part shows dispersion and the 
imaginary part a peak as a result of the characteristic 
time of the system matching the probing time 
(=inverse frequency). In Fig. 16 shown are the real 
(CL) and imaginary parts (Ci) of the dynamic specific 
heat capacity of CKN vs. 1ogfT. This figure clearly 
demonstrates that the 3w technique offers dynamic 
range wide enough to cover the full response function. 
As is easily seen from the data, the dynamics of the 
system slows down with decreasing temperature (7’) 
and the shape of CP is asymmetrical. These features 
are typical of many glass formers; since it has been 
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Fig. 15. Real and imaginary parts of the dynamic specific heat capacity of CKN at various frequenties are displayed as a function of 
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Fig. 16. The real and imaginary parts of frequency dependent heat capacity of CKN as a function of frequency, fr. The solid lines are fits to 
the data with a Kohlrausch-Williams-Watts function, exp[-(r/T)“], with ,!?’ = 0.53 (344 K), 0.57 (351 K), and 0.62 (358 K). 

found that the KWW (Kohlrausch-Williams-Watts) neously in fitting. The relaxation time Í- = 1/2rrfr of 
function adequately describes the dynamics for them, CKN obtained with the modulation calorimeters (both 
the data at each temperature were fitted with the traditional one and the 3w one) is shown against 
R(t) = exp[-(t/r)‘]. To enhance the precision we l/T, at which the peak occurs, in Fig. 17. The data 
have used the set of real and imaginary data simulta- illustrate that r is not behaving in an Arrhenius 
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Fig. 17. The relaxation time of CKN, on a log scale, vs. T-‘. Plotted is the peak relaxation time, not average time. The open circles denote the 
relaxation time from the 3w method, while the solid circles do those from traditional ac calorimetry. The solid line displays the Vogel-Fulcher 
fit, 7 = 70 exp[A/(T - Ta)] 

fashion, but in a Vogel-Fulcher one. The solid line 
represents the best fit to the data using the Vogel- 
Fulcher form, r = 70 exp[A/(T - Ta)]. The fitting 
procedure yielded the parameter values which are 
physically reasonable: ra = 10-13.8 s, A = 1600 K, 
Ta = 292 4~ 8 K. Our combined data covers nearly 6 
decades in frequency and represent the widest-fre- 
quency dynamic characterization of CKN to date. 

favorable situation), it is less accurate (probably a few 
%) in measuring the absolute value of heat capacity 
due to uncontrolled heat leak, radiation loss, etc.. 
Moreover, it is not possible to detect the latent heat 
associated with a first-order transition. Adiabatic 
calorimetry could be an alternative or supplementary 
method in this respect and this brings US to the 
discussion of adiabatic calorimeters. 

3.3. Merits and demerits of modulation calorimeters 
4. Adiabatic calorimeters 

Modulation calorimetry, where one supplies a smal1 
oscillating heat input to a sample, allows one to 
measure the dynamic heat capacity in addition to 
the usual static heat capacity under equilibrium con- 
ditions. One can measure dynamic heat capacity 
directly with a traditional ac calorimeter. However, 
the dynamic range provided by this method is quite 
limited, below 1 Hz in many cases with solids as wel1 
as liquids. To extend the dynamic range, one can use 
the 3w method. While this method raises the upper 
frequency limit to several kHz, one has to pay the price 
of being involved with thermal conductivity. To get 
dynamic heat capacity data, one has to perform sepa- 
rate measurements for thermal conductivity. It is also 
of value to point out that while the ac method gives 
high relative precision (up to a few part in 104 in a 

4.1. Time domain dynamic calorimetry 

One of the most difficult tasks in calorimetry is to 
contain leakage of heat, since there does not exist a 
perfect thermal insulator. Even if there were one, 
radiation would stil1 have to be contained. In adiabatic 
calorimetry, heat leak from a sample to the surround- 
ings is tightly controlled to zero. Since Nernst first 
constructed an adiabatic calorimeter [37], adiabatic 
calorimetry has been the most accurate method of 
determining static heat capacity. In this section we 
shall demonstrate that adiabatic calorimeters can also 
be used in measuring dynamic heat capacity. In using 
an adiabatic calorimeter for dynamic calorimetry, one 
is not aiming at extending the dynamic range. In fact, 
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Fig. 18. Schematic diagrams of the modifïed adiabatic calorimeter, (a) the cryostat (b) a liquid sample cell: (A) sample cell; (B) inner 
adiabatic shield; (C) outer adiabatic shield; (D) radiation shield; (E) manganin wire; (F) stainless steel wire; (G) stainless steel tube; (H) 
vacuum line; (1) liquid nitrogen; (J) copper-constantan differential thermocouple, (K) E-type thermocouple, (L) partition of the cell, (M) 
manganin heater wire. 

the size of the sample cel1 used in the adiabatic 
calorimeter is rather large compared to the one used 
in the traditional ac calorimeter. Even if one used a 
thin cell, one would stil1 face the same high frequency 
or short time limit, set by internal heat diffusion, as in 
traditional ac calorimetry. The real virtue of adiabatic 
calorimetry as dynamic calorimetry lies in its ability to 
follow the slow relaxation in real time [38]. 

4.1.1. Hardware 
We first briefly describe the hardware aspects of our 

adiabatic calorimeter set-up in this section. Fig. 18(a) 
shows the schematic diagram of the calorimeter. Gen- 
era1 arrangements for an adiabatic calorimeter are 
similar to those for a traditional ac calorimeter. How- 
ever, there are a couple of important differences: In 
constructing an adiabatic calorimeter, we surround a 

sample with three shields, two temperature-controlled 
adiabatic shields and one radiation shield, to contain 
heat leak. Also, the links between a sample and the 
inner adiabatic shield and between shields are kept 
minima1 in adiabatic calorimetry. In particular, the 
link between a sample and the inner adiabatic shield is 
the most critical and reduced to the point where heat 
loss is due mostly to radiation; the reason is obvious. 
From our experience it can be stated that the multiple 
shields and a minima1 link between the sample and the 
inner shield are necessary conditions for successful 
adiabatic calorimetry. 

For a solid sample, a heater may be directly 
attached. A cel1 must be constructed for a liquid 
sample using metal foils with high reflectivity to 
reduce radiation 10s~. For the experiment with our 
standard sample, liquid CKN, an aluminum foil of 
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thickness 0.1 mm is used to make a cell, whose 
schematic drawing is shown in Fig. 18(b). Thin man- 
ganin heater wire of approximately 120 R is wound 
around the sample cel1 and a thin layer of low-tem- 
perature vamish is used to ensure thermal contact. An 
aluminum partition is inserted into the cel1 for uni- 
formity of temperature in the sample. The diameter d, 
volume, and mass of the cel1 are 0.8 cm, 1 .O cm3, and 
0.54 g, respectively. The typical amount of CKN in the 
sample cel1 is about 1.8 g, which is large compared to 
that in the ac calorimeter cell. Since our goal in 
adiabatic calorimetry is not increasing the dynamic 
range, we use the larger amount here compared to ac 
calorimetry. The larger heat capacity of the sample 
assembly helps increase nid. When the cel1 is filled 
with CKN, the thermal diffusivity of CKN D is about 
0.2 mm’/s near the glass transition temperature [lO] 
and the thermal diffusion time, ro = (d/4)2/D, of the 
cel1 is about 20 s. To eliminate a temperature gradient 
in the sample during measurements, we put aluminum 
wires into the liquid sample to reduce the thermal 
diffusion time as we do in traditional ac calorimetry. It 
should be ensured that the experimental results are 
independent of the amount of inserted wires. 

Attached to the inner and outer adiabatic shields, 
surrounding a sample cell, are manganin heaters for 
controlling temperatures with resistances of 30 and 
60 0, respectively. The outer adiabatic shield is made 
of copper. A polished silver sheet with 0.25 mm 
thickness is used for the inner adiabatic shield, which 
is of a cylindrical shape with diameter 2.5 cm and 
length 5.5 m, to reduce radiative heat 10s~. The sample 
cel1 is suspended from the inner shield by manganin 
wire with 75 urn diameter, and the inner shield is 
connected to the outer shield with stainless steel wires 
with 0.2 mm. The outer shield is then connected to the 
radiation shield by a stainless tube. The whole assem- 
bly is housed in a vacuum can and the can may either 
be immersed in liquid nitrogen or may sit at room 
temperature. 

A pair of copper-constantan-copper differential 
junctions read the temperature differente between 
the outer shield and the inner shield, and the differente 
between the inner shield and the sample cell. The 
diameter of the differential thermocouple wires is 
25 pm. For the absolute temperature reading, an E- 
type thermocouple junction is attached on the surface 
of the inner shield. Thermovoltages are measured with 

the resolution of 10 nV using digital nanovoltmeters. 
Temperatures are calculated from the calibrated ther- 
movoltage versus temperature table by cubic spline 
interpolation. The resolution of the temperature mea- 
surements is about 0.5 mK at 100 K and 0.2 mK at 
400 K. We use a computer-controlled power supply 
with multiple outputs as the power source for the three 
heaters on the sample, the inner shield, and the outer 
shield. The current supplied to the heater of the sample 
cel1 is measured using a digital multimeter to accu- 
rately calculate the input power to the sample. The 
resolution of the power measurement is about 0.03%. 
Al1 the electronic equipments are connected to a PC 
via IEEE-488 interface and the temperatures of the 
adiabatic shields are controlled during operation using 
the PID temperature control program developed in this 
laboratory [26]. The differente voltage between the 
sample cel1 and the inner shield is used to maintain the 
adiabatic condition between the sample and the inner 
shield by varying a current to a heater on the inner 
shield. The outer shield temperature is controlled to 
stay at about 1 K below the inner shield by varying the 
current to a heater on the outer shield. Most of the 
temperature differente existing between the vacuum 
can wal1 and the sample is taken up by the outer shield, 
and thus the inner shield (and of course the sample) 
can maintain an isothermal condition over the whole 
body without a temperature gradient. The instability of 
the temperature control is within f 1 mK. 

4.1.2. Energy balance equation 
In the experimental set-up described above, we 

suppose that the temperature gradient in the sample 
cel1 is negligible and the whole sample assembly is at a 
single temperature denoted by T. Then the energy 
balance equation for the sample assembly (A of 
Fig. 18(a)) can be written as 

where Pin, C, and tiloss are the input power to the 
sample, the heat capacity of the sample assembly, and 
the rate of the heat loss, respectively. Here the heat 
capacity of thin wires attached to the sample, such as 
the heater leads, the thermocouple wires, and the 
suspending wires, is assumed to be negligible. Since 
the calorimeter is operated under vacuum, the heat 
capacity of residual gases is also neglected. This is the 
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same equation as Eq. (21), but we pay more careful 
attention to the loss term in adiabatic calorimetry. 
Since the heat loss is due to radiation, convection 
by residual gases, and heat conduction by wires, Qtoss 
can be expressed as 

(iloss = aF(T4 - T;s) + K,AT + K,AT, 

(44) 
where a is the Stefan-Boltzmann constant, 9 is the 
shape factor which is related to the geometry and the 
emissivities of the cel1 and inner shield, and TIS is the 
temperature of the inner shield. Kg and KW are the 
thermal conductances of residual gases and wires 
connecting the sample cel1 and the inner shield, 
respectively, and AT = T - TIS is the temperature 
differente between the sample cel1 and the inner 
shield. These three terms can be easily estimated 
[39]. For our set-up, if the residual gas pressure is 
kept less than 10P4 torr, the heat loss is mainly due to 
radiation because the residual gas contribution is 
about 1% of the radiation loss at 100 K, and 0.1% 
at 400 K and the last term due to the wires is of the 
same order of magnitude as the contribution of resi- 
dual gases. The containment of Qtoss, the most critical 
part of adiabatic calorimetry, is achieved by using 
triple shields and making rtink as long as possible. The 

large qih, given by 

C 
‘ink = 4aFT3 + Kg + KW ’ (45) 

would permit the temperature controller to achieve 
AT = 0, before any heat leak occurs. By reducing Kg 
and KW, 7Jink can reach more than thousand seconds 
and it is possible under this condition to keep AT 
virtually zero at al1 times. 

4.1.3. Experimental results 
In this section, we present experimental data 

obtained with liquid CKN. In order to estimate ‘rij& 
we first display in Fig. 19, the relaxation of the 
temperature of the cel1 at 300 K. After T was equili- 
brated at 301 K which was one degree above the shield 
temperature, the sample cel1 heater was tumed off at 
t = 0 and T(t) was recorded. The value of rtink, 
obtained by fitting the data to Eq. (31), is 1256 s 
which appears to be large enough to control the 
inner shield temperature TOS in order to maintain 
AT = 0 al1 the time. It is of value to note that qi& 
of the adiabatic calorimeter, where heat loss is due 
to radiation transfer for the most part, is about 20 
times longer than that of the traditional ac calorimeter. 
(See Section 3.1.2.) We have utilized this adiabatic 

T(t) = TO - AT[l-exp(-t/Tli,k)] 

To = 301 K 
AT = 1 I< 

Fig. 19. Temperature relaxation data for the adiabatic calorimeter at 300 K (circles): The cel1 was filled with liquid CKN. After the cel1 was 
equilibrated at To, one degree above the shield temperature, the heater was turned off. The solid line represents the fitting of the data to the 
exponential function shown in the figure. The relaxation time TliA so obtained is 1256 s. 



YH. Jeong/Thermochimica Acía 304/305 (1997) 67-98 91 

calorimeter in measuring static heat capacity of ferro- 
electric crystals [40]. 

Now we wish to illustrate how we use the adiabatic 
calorimeter as a dynamic calorimeter in the time 
domain. Let US recall the situation depicted in 
Fig. 2(b). In time domain dynamic calorimetry, a 
certain amount of heat is applied instantaneously to 
a sample and its temperature response is examined in 
real time. By varying the values of applied energy, one 
can induce the temperature jumps of varying size. 
Fig. 20 illustrates, as an example, how the experiment 
of 1 K temperature jump is conducted. As is shown in 
Fig. 20(a), initially at t = 0 the pre-calculated amount 
of power (broken line), corresponding to 1 K increase 
in temperature, is applied to the inner shield for 10 s 
and then the power is tumed off. It should be noted that 
the amount of power supplied to the inner shield under 
normal conditions (t < 0) is not zero. This is due to the 
fact that the inner shield is at 1 K above the tempera- 
ture of the outer shield as stated above, and this fact is 
critical for the calorimeter to be capable of maintain- 
ing adiabatic conditions. At t = 5 s, the amount of 
power (solid line) needed to raise the sample tem- 
perature by 1 K is supplied for 5 s. The temperature 
variations of the sample (solid line) and the inner 
shield (broken line) caused by these power inputs are 
shown in Fig. 20(b). Between t = 10 s and the time at 
which the temperature of the shield overshoots as 
indicated by the thick arrows, the power input to 
the inner shield stays zero. But after this moment 
the temperature controlling action for the inner shield 
begins. The adiabatic status is achieved after the 
transient period of approximately 1 min elapses, as 
indicated in the figure by the light arrows. 

While it is not easy to apply a large amount of power 
to a sample in modulation calorimetry, there is no 
difficulty in varying the temperature jump sizes in time 
domain dynamic calorimetry. This feature of the time 
domain method allows one to study nonlinear tem- 
perature relaxation. Thus, we investigated, using the 
adiabatic calorimeter, nonlinear temperature relaxa- 
tion of supercooled CKN at Ti = 328 K. Initial tem- 
perature jumps of magnitude AT = 1,2,4, and 8 K 
were induced by applying pre-calculated amounts of 
power to the cel1 and the inner shield in the same 
fashion as shown in Fig. 20. After the transient period 
elapses, the adiabatic relaxation, similar to that in 
Fig. 2(b), follows. The temperature relaxation of 
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Fig. 20. In time domain dynamic calorimetry, a certain amount of 
power is applied to a sample and its temperature response is 
examined in real time. This figure illustrates, as an example, how 
the experiment of 1 K jump is carried out: (a) The pre-calculated 
amount of power (broken line), corresponding to 1 K increase in 
temperature, is applied at f = 0 to the inner shield for 10 s and then 
power is tumed off. At t = 5 s, the amount of power (solid line) 
needed to raise the sample temperature by 1 K is supplied for 5 s. 
(b) The ensuing temperature variations of the sample (solid line) 
and the inner shield (broken line) are shown. When the temperature 
of the shield overshoots as indicated by the thick arrows, the 
temperature controlling action for the inner shield begins. The 
adiabatic condition is achieved (thin arrows) after the transient 
period of approximately 1 min elapses. 

supercooled CKN manifests a strong nonlinear nature 
as displayed in Fig. 21. This behavior would have 
been difficult to study with any other method. The 
nonlinear nature of the relaxation can be accounted for 
by allowing /I and r of the KWW function, obtained 
for equilibrium situations, to vary in the course of 
relaxation. The lines in the figure was calculated in 
this way using the theory of Ref. [ 101. Since the details 
of the calculations are very much involved, we only 
present the results [41]. 
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Fig. 21. Nonlinear temperature relaxation of CKN. Initially the system is at T, = 328 K, and sudden temperatwe jumps of magnitude 
AT = 1,2,4, and 8 K are induced by applying pre-calculated amounts of power to the cel1 and the inner shield as illustrated in Fig. 20. After 
the transient period elapses, the adiabatic relaxation of Fig. 2(b) follows. The nonlinear nature of the relaxation is accounted for, as indicated 
by solid lines, by using the theory of Ref. [IO]. 

4.2. Scanning modified adiabatic calorimeter 

One classica1 method to extract dynamic calori- 
metric information from a system is to perform scan- 
ning experiments [42]. In this method the 
experimental time scale is set by the scanning rate 
dT/dt. Commercial differential scanning calorimeters 
have been utilized for this purpose by other workers; 
however, a DSC generally does not yield accurate 
absolute values of heat capacity and even worse, it 
loses sensitivity at low scanning rates, in our experi- 
ence below -2 K/min. While the conventional adia- 
batic method allows operation in the scanning mode 
only in a heating experiment, it is necessary to mea- 
sure heat capacity during cooling as wel1 as heating at 
various scanning rates to extract dynamic information 
if a substance shows frequency dependence in heat 
capacity. This situation motivated US to develop a 
method to use an adiabatic calorimeter in a rate- 
scanning mode. The calorimeter used in this way is 
called modijed adiabatic calorimeter (MAC) for the 
reason given in the next section and can be operated in 
both heating and cooling modes in the scanning range 
of 0.01-2 K/min. Thus, MAC is superb in probing 
extremely slow dynamic processes in condensed mat- 
ter. MAC can also be operated as a scanning calori- 

meter for obtaining accurate values of 
capacity in the heating or cooling mode. 

4.2.1. Controllable cooling rate of MAC 

static heat 

The centra1 idea of MAC is that Qtoss of Eq. (43) can 
serve as the cooling power if the inner shield is at a 
temperature lower than the sample [43]. Further, the 
value of Qtoss can be varied by changing the tempera- 
ture differente between the sample and the shield. 
Note that at short times (t « qink z 20 min), Eq. (31) 
becomes 

T(t) = T. - Et. (46) 

Now if TIS can always be maintained at T(t) - AT as 
T(t) is changing, then continuous cooling is possible 
and the cooling rate is given by the following equation, 

-dT _ boss ~ _ 4aYT3 ;Ks + Kw AT. 
dt C- (47) 

Thus, it is possible to vary the cooling rate by varying 
AT, since TIS can indeed be controlled in our set-up to 
be at T(t) - AT within f 1 mK deviation at each 
instant during cooling. It is noted that since C and 
Qtoss does in genera1 depend on T, it is difficult to 
keep the cooling rate precisely constant at al1 times. 
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Nevertheless, one can measure the heat capacity at 
reasonably different rates by using different values of 
AT. 

The actual procedures for determining the heat 
capacity of a sample during cooling are as follows: 
one first fixes AT depending on the desired cooling 
rate. After Tof the sample is equilibrated at ATabove 
some initial temperature of the shield, one tums the 
sample heater off. As T(t) decreases as a function of 
time, TOS is continuously controlled to be at T(t) - AT 
and T(f) 1s recorded. Qloss is measured as a function of 
Tand AT in separate experiments using the fact that 

&ss equals t0 Pin, which is directly measurable, in 
Eq. (43) when the system is in the steady state. (&,ss 
may depend on Tas wel1 as AT, since the radiation 
term involves T4.) Then the heat capacity C is calcu- 
lated from Eq. (47) with the measured values of T(t) 
and Qloss. For a glven set-up Qloss as a function of Tand 
AT was reproducible as long as the residual gas 
pressure was kept less than 10-4 torr. In the heating 
measurement, as is usual with adiabatic calorimetry, 
TOS is controlled to satisfy the adiabatic condition, 
while Pi, is supplied to the heater of the sample cell. 
For AT 5 &l mK, tiloss is negligible and the heat 
capacity can be measured in the adiabatic condition by 
the heat pulse method or the continuous heating 
method. 

4.2.2. Experimental results 
Since it is essential for MAC to have a capability of 

varying the cooling rate to function as a dynamic 
calorimeter, we first show, in Fig. 22, that the linear 
relationship between the cooling rate and AT holds at 
300 K as expected from Eq. (47). The inverse of the 
slope is 1232 s, which is consistent with the fact that 
qink is equal to the inverse of the slape from Eq. (45) 
and Eq. (47). The variable range of cooling rate from 
0.01 to 2 K/min can be achieved by varying AT from 
0.2 K to 40 K. In this range, it is difficult to measure 
the heat capacity using the conventional DSC because 
the resolution is degraded below 2 K/min. 

Fig. 23 is a typical temperature versus time (T vs. t) 
trace as one cycle experiment to determine the heat 
capacity of CKN. The cooling and heating curves were 
obtained under the conditions of AT = 12.6 K and 
AT = 0 K, respectively. These conditions were satis- 
fied at al1 times within =t 1 mK. The procedures for the 
cooling run are described in the previous section. In 
obtaining the heating data, we applied a constant 
amount of power, producing the same rate as the 
cooling rate, to the sample and controlled TIS to meet 
the adiabatic condition as T increased. From the T vs. t 
curve, one can calculate the scanning rate dT/dr at 
each temperature using the Savitzky-Golay filtering 
algorithm [44] to reduce the short-term noise which is 
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Fig. 22. The cooling rate (-dT/dr) as a function of AT at 300 K (filled circles): The solid line shows the linear relationship and the inverse of 
the slape (= 1232 s) should be equal to qLnk of Fig. 19. 
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Fig. 23. A typical temperature vs. time curve obtained by MAC. Dwing the cooling scan, there exists a constant differente between the 
temperature of the sample (solid line) and that of the shield (broken line), while they are the same in the heating scan. 

due to the numerical differentiation. Fig. 24(a) shows 
the cooling rates calculated from the data obtained in 
the runs with AT = 1.5 and 12.6 K. The average 
cooling rates for the whole temperature range are 
0.07 and 0.6 K/ min, respectively. Qloss measured in 
three degree steps as a function of temperature in the 
above two cases is shown in Fig. 24(b). For inter- 
mediate temperatures, the data are fitted to a fourth- 
degree polynomial in T. From the data of Fig. 24(a) 
and Fig. 24(b), the heat capacity, C = &,,/[-dT/dt], 
was calculated and plotted in Fig. 24(c). In converting 
T(t) on the heating side to the heat capacity, only 
dT/dt is needed since the input power to the sample is 
constant. The final data of heat capacity of CKN are 
obtained after the contribution of the empty cell, 
measured in a separate run, is subtracted. In Fig. 25 
we show the heat capacity data obtained from various 
methods such as DSC, modulation calorimeter, and 
MAC [lol. The values of heat capacity of the liquid 
and glass parts are in excellent agreement, while they 
show relaxational behaviors in the transition region. 
Therefore MAC extends the dynamic range of heat 
capacity measurements far below existing methods, in 
addition to providing the absolute values of heat 
capacity. The accuracy of MAC in this case is found 
to be within 0.35%. 

In closing this section we wish to show that the heat 
capacity data of supercooled CKN one obtains with 

scanning calorimeters (either DSC or MAC) are fully 
accountable in terms of the frequency-dependent heat 
capacity data generated by modulation calorimeters. 
We should point out that the frequency dependent heat 
capacity is the equilibrium property of a system, 
because only a smal1 oscillating heat is applied and 
one remains in the linear response regime throughout 
the measurements. On the other hand, the heat capa- 
city data one obtains with scanning calorimeters are 
the results of the system falling out of equilibrium as 
the system temperature is reduced at a certain rate. 
(The converse is true in the heating case.) However, 
we have shown that this ergodic-nonergodic glass 
transition (falling out of equilibrium) is basically a 
phenomenon due to the splitting-off of the slow 
relaxing modes from the rest and the associated 
relaxation can be described in the theoretical frame- 
work for the equilibrium relaxation if the latter is 
properly modified [lol. The results are shown in 
Fig. 26. We refer the reader to Ref. [ 10,4 l] for details. 

4.3. Merits and demerits of adiabatic calorimeters 

An adiabatic calorimeter is the most accurate tool 
for heat capacity and latent heat measurements. In 
particular, the latent heat information is very hard to 
obtain by other methods. With the advance in com- 
puter control and electronics technology, the operation 



Y.H. Jeong/Thernmchimica Acts 304/305 (1997) 67-98 95 

t 

\ - \ \ 0.6 
\ \ ,,’ -__x 

AT=12.6 K 15 

I.I 
300 310 320 330 340 350 

T (K) 

Fig. 24. (a) Calculated cooling rates of CKN for AT = 1.5 and 
12.6 K. (b) The measured values of heat loss, &,,, is denoted by 
dots for AT = 1.5 and 12.6 K and the lines represent the 
polynomial fitting. (c) Heat capacity of the sample assembly 
calculated from -dT/dr and &,,. 

of adiabatic calorimeters has become less tedious and 
less time-consuming. This advance has allowed the 
time domain dynamic calorimetry where one follows, 
after a certain amount of heat is given to a system, the 
temperature change of the system under adiabatic 
conditions. Enthalpy relaxation, including nonlinear 
relaxation, can be studied in real time with adiabatic 
calorimeters. It was demonstrated that heat capacity 
measurements can be conducted at extremely low 
scanning rates with a modified adiabatic calorimeter. 
By combining modulation and adiabatic calorimetry, 
one can obtain dynamic as wel1 as static calorimetrie 
information about a given sample with accuracy and 
precision. 

5. Summary and future outlooks 

In this paper, we have reviewed dynamic calori- 
metric techniques currently in use in our laboratory. 
We have attempted to show that the temperature 
modulation method and the adiabatic method are 
complementary and applying these techniques to a 
physical system provides US more complete view of 
the physical phenomena occurring in the system. Each 
method was tested with the standard sample, CKN. To 
keep the point of the paper focused, we have refrained 
from presenting data obtained for diverse physical 
phenomena. However, it is recognized that dynamic 
calorimetry has wider applications. For example, bio- 
logica1 systems, where slow dynamics is an often 
important occurrence, may be suitable to be studied 
by dynamic calorimetry. In fact, there already exist 
attempts in this direction [27] and our methods, which 
have a larger dynamic range than is used in the field, 
may be exploited beneficially. Also of keen interest 
and a good candidate where one can expect a con- 
tribution from dynamic calorimetry is the melting 
phenomenon. Here the latent heat and heat capacity 
effects are usually entangled in calorimetrie measure- 
ments to make the interpretation of data obscure; 
however, by combining various methods presented 
here one can hope to disentangle them. Although solid 
samples were not discussed at all, one can also expect 
to find its usage in situations involving solids: global 
thermal hysteresis phenomenon in incommensurate 
ferroelectrics, heat conduction in porous media and 
so on. 

In addition to applying the current techniques to 
various problems, the following areas may be pursued 
in the future research: One may try to extend the 
dynamic range of the 3w method above the current 
frequency limit, a few kHz. If successful, then the 
thermal wavelength can enter the submicron regime in 
dielectric materials. This would allow the character- 
ization of thermal properties of thin films with sub- 
micron thickness. This information is not only 
scientifically interesting (heat capacity and thermal 
conductivity of a sample with restricted geometry) but 
also technologically demanding (efficient heat trans- 
port in thin films). The development of noncontact 
heating at higher frequenties than is available 
with the present light chopping would be very 
helpful in enhancing the applicability of modulation 
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Fig. 25. Specifïc heat capacity of CKN measured by various methods. MAC data for continuous cooling and heating at the average rates of 
0.07 K/min (solid line) and 0.6 K/ min (broken line), DSC data at 10 K/ min (dots), and dynamic heat capacity data at 100 Hz (circles) [ 101 
are show. 

1.50 

1.25 

u 1.00 
a 
M 
3 0.75 
g 
zc 0.50 

0.25 

0 
I I I I 

290 300 310 320 330 340 350 

Fig. 26. This figure illustrates that the data obtained with a scanning calorimeter is accountable in terms of the response function yielded by 
modulation calorimeters. The open circles represent the normalized heat capacity of CKN, [C,(T) - C,,(T)]/[C,I(T~) - C,,(Tf)], and the 
solid lines are from the calculation presented in Ref. [ 101. Here Cr, and C,t denote the heat capacities of glass and Iiquid, respectively. Tf is the 
fictive temperature as introduced in Section 2.2. Inset shows the DSC data on cooling and heating at 10 K/min (solid lines) and the dynamic 
heat capacity data at 100 Hz (circles). The dots in the inset denote CP” values of the equilibrium Iiquid, while the broken line does Cr,. For 
details, see Ref. [lol. 
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calorimeters. Finally, we mention a very interesting 
possibility. Since we have generalized heat capacity 
temporally by defining dynamic heat capacity, one 
may also attempt to generalize heat capacity spatially 
by defining heat capacity which is wavenumber- as 
wel1 as frequency-dependent [45]. This full general- 
ization of heat capacity would constitute a challenge 
theoretically as wel1 as experimentally. 
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