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Abstract

As some of the most important analytical methods, thermal analysis techniques have been greatly improved and perfected

due to the requirements of materials characterization. Over the past four decades, the major developments have been

associated with computerizing thermal analysis techniques. In the coming 20 years, thermal analysis techniques will continue

to develop in at least two different directions. First, more precise measurements can be carried out using traditional thermal

analysis techniques by making a small extra effort. This will lead to a variety of new information regarding a material's

structure interface and morphology obtained from the results. Second, thermal analysis techniques can be combined with other

in-situ temperature-controlled experiments, such as diffraction, scattering, microscopy, and spectroscopy, for investigation of

the structure and dynamics of materials. This will generate information of the structural evolution with changing thermal

properties and therefore, greatly aid in the understanding of structure±property relationships of the materials. # 2000 Elsevier

Science B.V. All rights reserved.
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1. Introduction

The term thermal analysis is applied to any tech-

nique which involves a measurement of a material's

speci®c property while the temperature is controlled

(either changed or maintained) and monitored. If one

looks back upon the history of thermal analysis, the

principle was not completely understood until the

macroscopic properties of heat and temperature were

correctly placed, and the microscopic origin of these

properties, namely, molecular motion, was recog-

nized. It is not surprising, then, that thermal analysis

techniques started to obtain signi®cant attention only

after the ®eld of classical thermodynamics was estab-

lished, and achieved a rapid development along with

the growth of materials science.

The basis of thermal analysis includes macroscopic

theories of matter, which consist of equilibrium and

irreversible thermodynamics and kinetics. The

kinetics aspect provides a link to the microscopic

description via molecular models. The macroscopic

parameters in thermodynamics include temperature

(T), pressure (P), enthalpy (H), entropy (S), Gibbs

energy (G) and other macroscopic variables, as well as

material parameters that may be used to describe a
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system. The basis for this kind of description comes

from three empirical laws of classical thermody-

namics, such as the conservation of energy, etc. How-

ever, the microscopic parameters deal with atomic

and/or molecular symmetry and dynamics. The struc-

tural symmetry, including translation, rotation, and

re¯ection is described by the Euclidean group. Since a

¯uid (liquid or gas) is invariant under all of these

operations, its symmetry group is the Euclidean

group. Fluids have the highest possible symmetry,

and thus, they have the largest number of symmetry

operations. This implies that ¯uids have short-range

order but no long-range order. Liquids and gases,

therefore, cannot be distinguished by symmetry. This

is re¯ected in the fact that one may move continuously

from a liquid to a gas phase simply by going around a

critical point. All other equilibrium phases of matter

are invariant only under certain subgroups of the

Euclidean group, and therefore, have lower symmetry

than ¯uid phases. This reduced symmetry is the cause

of the ordered structures that are introduced in other

phases. On the other hand, mechanics can be used to

express atomic or molecular motions and interactions

by providing a series of differential equations. How-

ever, this method can only solve problems considering

motion and interactions among a few bodies. For a

system that contains a large number of atoms or

molecules, a mechanics approach does not yield ana-

lytical results. To establish a relationship between the

macroscopic and microscopic descriptions, one has to

understand that the macroscopic thermodynamic

description of a system is an average of the micro-

scopic mechanical motions and interactions of the

atoms or molecules. As a result, statistical mechanics

serves as a bridge that connects these two descriptions

[1±3].

The traditional thermal analysis techniques include

thermometry, calorimetry, differential thermal analy-

sis (DTA), thermomechanical analysis (TMA), and

thermogravimetric analysis (TGA). In recent years,

dynamic mechanical and dielectric analyses (DMA

and DEA) have also been included among thermal

analysis techniques. Besides thermometry, which pro-

vides the standard of temperature measurements, the

general scheme of these thermal analysis techniques is

to measure macroscopic responses of materials with

respect to the temperature change. For example,

calorimetry represents the effort to measure heat in

any of its manifestations. DTA is for the measurement

of temperature change. TMA is designed for the

measurement of dimensional changes. TGA measures

weight changes. DMA and DEA are for the materials'

responses towards external alternating force and elec-

tric ®elds with changes in temperature, respectively.

Generally speaking, thermal analysis techniques pro-

vide accurate information regarding macroscopic

property changes with temperature; however, struc-

tural information cannot be obtained by these techni-

ques which precisely explains the reasons for these

macroscopic property changes. Therefore, for many

years, thermal analysis techniques have been viewed

as a part of the property characterizations of materials

in establishing structure±property relationships in

materials science. Detailed information regarding this

area can be obtained from a number of excellent

reviews and books cited in [4±11].

As we are standing at the gate preparing to enter the

next century, it is dif®cult to provide a vision of

thermal analysis for the next two decades if we look

back upon the past 20 years at how much progress and

development has been made in this area. However, it is

our point of view that thermal analysis techniques, as

an important part of materials characterization, will

continue to grow and make progress in at least two

speci®c areas. They are: (1) more precise and mean-

ingful measurements in these techniques; and (2) new

developments in obtaining the temperature depen-

dence of a material's structure and dynamics.

Regarding the ®rst area of further development of

thermal analysis techniques, it is important to correct

an often-misunderstood view held by many materials

researchers. Namely, thermal analysis techniques are

simple and quick. Therefore, less attention has been

paid to how to be precise in carrying out the measure-

ments using these techniques, how to extract the most

information from experimental data, and how to cor-

rectly explain the experimental results obtained. In

fact, a relatively small effort to do better thermal

analysis experiments may lead to substantial advances

in understanding a material's structure and property

relationships.

When we introduce temperature-controlled experi-

ments into structural and molecular dynamic charac-

terizations, which is the second area of making

progress in the next two decades it is possible to

extend thermal analysis techniques to a variety of
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experimental research ®elds. Over the past two dec-

ades, temperature and time-dependent experiments in

the determination of structures and dynamics have

been quickly developed. These in-situ experiments

can provide instant observations of structural and

dynamic changes during phase transformations.

Furthermore, new temperature-controlled techniques

have gradually appeared which measure phase beha-

viors of materials in small dimensions, such as in thin

®lms and surfaces, with substantially high resolutions.

These developments are not only in the areas of the

reciprocal spaces (such as scatterings) but also in the

real spaces (such as microcopies).

2. More precise measurements in traditional
thermal analysis techniques

The revolution of the computer data treatment

process leads to a number of new opportunities to

obtain more precise measurements in traditional ther-

mal analysis techniques. However, most of the thermal

analysis techniques to this point have been used solely

to obtain phase transition information. For example, in

DSC and DTA measurements, the widest application

is to report the transition behavior such as melting

point, crystallization temperature and glass transition

temperature. Heats of ®rst-order transitions are often

studied although the base line selected for integration

of the peak area is still an obscure factor. For TMA

experiments, a common observation is the tempera-

ture where a sudden change of the sample dimensions

is recorded. This usually corresponds to the transition

behaviors. Needless to say, DMA and DEA measure-

ments are also focused on the relaxation peak tem-

peratures and are frequency dependent. In fact, by

simply using a small amount of extra effort in these

thermal analysis techniques, experimental data con-

sisting of the absolute values of a material's properties

and additional structural and morphological informa-

tion can be obtained.

This is particularly true in polymer materials. Poly-

mers are a rich ®eld for examples of phases and phase

transformations. Due to the long chain nature, the

microscopic dynamics in polymers are in multiple

size domains. Their phase behaviors are usually

described using the concept of metastable states,

not only the classical one but also the metastable

states in other structural hierarchies [1±3]. In many

cases, the classical metastable states may be interwo-

ven with other metastable states to cause complicated

experimental observations. For example, when liquid±

liquid phase separation occurs in solutions or blends,

the system does not proceed to a state of ultimate

stability, such as in a phase-separated mixture of water

and oil, but rather the mixture provides a variety of

microscopic phase morphologies. The formation

mechanisms of these phase morphologies are deter-

mined by nucleation or by spinodal decomposition. If

the phase separated polymer blends always quickly

reached their ultimate stable states, these metastable

phase morphologies would disappear and this research

®eld might not be as interesting and rewarding as it is

today. A more complicated case is where one of the

components is crystallizable after the phase separa-

tion. An additional crystal morphology may form

within one of the phase morphologies formed by

the liquid±liquid phase separation. On the other hand,

when a vitri®cation is introduced into a system that has

undergone the liquid±liquid phase separation, this

process may interrupt the phase separation and thus

the phase morphology may be `locked in'. This can

happen in either liquid±liquid phase separation or

crystallization, and the microscopic phase and/or

crystal morphologies may be frozen. Therefore, there

are several hierarchies of morphologies, each with a

corresponding hierarchy of metastabilities.

For the crystalline state in chemically uniform

thermoplastic homopolymers, a fully crystalline state

with extended chain crystals has never been reached.

In reality, attempts at this have been shown to possess

an amorphous-crystalline ratio which is always less

than 100% (crystallinity<100%, therefore, they are

semicrystalline materials) [12±18]. The reasons pre-

venting complete crystallization from occurring come

from a range of factors all of which are associated with

the long chain nature of the macromolecules, and are

kinetic in origin. However, the amorphous content in

these semicrystalline polymers is composed of a range

of states from localized fully amorphous domains to

the surface regions of the crystals, with intermediate

stages which may be characterized as strained amor-

phous and rigid amorphous.

Examining a few examples of metastable states

given here, we quickly realize that we lack a uni®ed

de®nition to quantitatively formulate these states.
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However, one distinct and de®nitive structural feature,

the chain folded lamellar crystal, may provide an

opportunity to precisely illustrate the concept of a

morphological metastable state, which is a type of

circumstantial metastable state. This is not only

uniquely important for the case of crystalline poly-

mers, but also essential to reach wide generalizations

in the phase behavior of matter in order to discuss size-

induced metastabilty. The concept of a morphological

metastable state is based on the fact that the basic

crystal habit in a ¯exible chain polymer is lamellae

containing chain folded conformations. The thickness

of lamellar crystals (l) is equal or related to the fold

length and generally in the range of 10±50 nm. The

melting (or dissolution) temperature of the crystals

represents the thermodynamic stability of the lamellar

crystals. This can be expressed quantitatively through

the Gibbs±Thomson relation which, as applied to

polymer crystals in the Hoffman±Weeks formulation

[19], is

Tm � T0
m 1ÿ 2se

lDH

� �
(1)

where Tm is the melting temperature of the crystal

having a thickness l, T0
m is the ultimate equilibrium

crystal melting temperature (i.e., with l!1), DH is

the heat of fusion of crystal melting and se is the

surface free energy of the basal, or fold containing

plane of the lamella (although a similar equation can

be easily derived when the lateral side surface energy

is taken into account, the effect of the lateral side

surface to the crystal stability is generally considered

negligible). In almost every semicrystalline polymer

with a lamellar crystal habit, Eq. (1) is closely obeyed.

The reason for the correlation of the lamellar thick-

ness to DT indicated in Eq. (1) lies in kinetics. Based

on classical nucleation theory, at a particular DT only

one lamellar thickness is favored; the so-called kine-

tically optimized thickness. This is because that at

each DT there is only one nucleation barrier set at the

bottom of a hyperbolic paraboloid free energy (F)

surface with respect to the nucleus size (the lowest F

barrier). Generally, after primary nucleation, growth

along the thickness direction in polymer lamellar

crystals is found to be negligible. Hence, thickness

could be regarded as a distinct metastable structure, or

a morphological `polymorph' and consequently be

called a `morphological metastability'. Therefore,

the morphological metastability caused by lamellar

thickness can be considered the ®rst level in the

hierarchies of circumstantial metastability [1±3].

On the other hand, the glass transition is a kinetic

process, which is largely dependent upon time of

measurements. Since the structural symmetry does

not change above and below the glass transition

temperature (Tg) but the molecular motion differs,

at ®xed heating and cooling rates, the glass transition

process looks like a thermodynamically second-order

transition such as a sudden change in heat capacity,

coef®cient of thermal expansion, or compressibility.

However, when the cooling rate and heating rate are

not identical, or annealing at a temperature near but

below the Tg, enthalpy and volume relaxation can be

clearly observed. Furthermore, these relaxation pro-

cesses have been found to not exactly be parallel from

one to another. Instead, one process can take place

before the other. All of these relaxation processes,

however, have always been shown to possess multiple

frequencies rather than a single frequency relaxation,

such as with an Arrhenius process. In semicrystalline

polymers, the glass transition process is always asso-

ciated with the amorphous part of the materials, which

become mobile above the Tg.

Therefore, thermal analysis techniques should be

powerful tools to characterize the properties in iden-

tifying these metastable states to understand the

effects of phase size, dimensionality and composition

on the materials properties. One well-known example

is the characterization of the interfacial structures in

semicrystalline polymers: identifying so-called rigid

amorphous fractions using DSC and/or DMA/DEA

methods. This concept can be traced back as far as 30

years ago. However, extensive study has been carried

out in the past 10±15 year [20±27]. It is known that the

crystallinity concept invokes the two-phase model,

which simply divides the system into a perfectly

ordered crystalline region and an amorphous region

with sharp boundaries. In order to examine the validity

of this two-phase (crystallinity) model using DSC,

one needs prior established heat capacity data in solid

and liquid states of the polymers. With this data, one

could, therefore, predict that for a semicrystalline

polymer

wc � 1ÿ Dcp �m�
Dcp �a� (2)
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where wc is the weight-fraction crystallinity and is

usually obtained by DSC measurements, density

determination and/or wide angle X-ray diffraction

experiments. The terms Dcp (m) and Dcp (a) are the

heat capacity increases at Tg for the semicrystalline

sample and the amorphous sample, respectively. Sur-

prisingly, a wide variety of behaviors that deviates

from the ideal two-phase model exist. A positive heat

capacity deviation is observed for practically all poly-

mers long before the clearly recognized fusion

endotherm begins. This has been linked to pre-melting

and/or defect formation. For PB and polytetra¯uoro-

ethylene (PTFE) these positive deviations close to the

melting temperatures are well-analyzed [4,28]. The

heat capacities of polyoxymethylene (POM) show, on

the other hand, a negative deviation at somewhat lower

temperatures relative to the melting temperature

[20,21]. This reveals an extra fraction in the polymer

which contributes neither to the glass transition at Tg

nor to the heat of fusion at Tm. This fraction has been

called the `rigid amorphous fraction'. In POM this

rigid amorphous fraction does not show any signs of

softening up to its melting. Similar measurements in i-

PP exhibit a rigid amorphous fraction that is gradually

unfreezing which leads to the occasionally observed

`doub1e glass transition' [29]. As a result, if a rigid

amorphous fraction exists in a semicrystalline poly-

mer, the two-phase model cannot be used to describe

that system, and

wc < 1ÿ Dcp �m�
Dcp �a� � fr (3)

The resulting difference Eqs. (2) and (3) is the rigid

amorphous fraction in a polymer, frÿwc. Most of the

thermoplastic engineering polymers such as PEEK

[22], PPS [23], PPO [24], PET [30], PBT [25],

PEN [26] and polyimides [27], show this kind of

behavior which is critically dependent upon the ther-

mal history of the samples. Fig. 1 shows three frac-

tions in a high molecular weight linear PPS sample, in

which the non-mobile amorphous fraction above the

Tg represents the rigid amorphous fraction. More

complicated situations may also be observed by

combining both positive and negative deviations of

heat capacities in a semicrystalline polymer. Other

structural characterization methods are necessary to

distinguish these deviations and to separate both

effects.

3. In-situ temperature-controlled experiments in
structures and dynamics

During the past two decades, materials' structures

and dynamic properties have been extensively inves-

tigated under in-situ temperature controlled fashion.

This is partially due to the development of stronger

sources and more sensitive detectors in diffraction,

scattering, microscopic and spectroscopic experi-

ments. Since traditional thermal analysis techniques

only provide information of thermal events, any struc-

tural and dynamic behavior changes that are detected

in these techniques cannot be directly identi®ed. A

combination of structural and dynamic characteriza-

tions with thermal analysis techniques is thus attrac-

tive to materials researchers. The most noticeable

efforts have been in-situ temperature-controlled syn-

chrotron wide angle X-ray diffraction (WAXD) and

small-angle X-ray scattering (SAXS), temperature-

controlled solid state carbon-13 nuclear magnetic

resonance (NMR), and temperature-controlled atomic

force microscopy (AFM) experiments. The develop-

ment of various types of dynamic DSC can also be

viewed as combined techniques of DSC and alternat-

ing heating schemes.

One example is the crystallization of low molecular

weight (LMW) poly(ethylene oxide) (PEO) fractions

Fig. 1. Three fractions of PPS crystallized at different tempera-

tures.
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from the melt. In the 1960s it was recognized that

LMW PEO which had a low degree of polydispersity

and chain lengths within a desired range displays at

least the main features of truly monodisperse materi-

als. The most notable feature that is observed in PEO

having MWs ranging from 2000 to 10 000 is that of

integral chain folding (IF). Accordingly, the lamellar

thickness, hence fold length, is not a continuous

function of DT, such as with usual high MW polymers,

but varied stepwise. Speci®cally, lamellar thickness

decreases with increasing DT and on subsequent heat

annealing, increases with annealing T, where the steps

corresponded to the extended, once-folded, twice-

folded, etc., chain lengths. These results were ®rst

obtained by SAXS experiment [31±33] and subse-

quently by PLM and transmission electron micro-

scopy (TEM). [33±38]. The latter two results

further displayed some remarkable effects relating

to morphology, crystal growth and crystal stability.

We ask whether the chain molecules are organization-

ally associated with each other, forming an IF chain

conformation during crystallization, or whether they

are `blind' to the presence of other chains until their

neighboring segments have crystallized. In the former

case, the IF crystal forms directly from the melt.

Otherwise, a non-integral folding chain NIF crystal

appears as an initial transient state.

Although DSC results show that there are a few

exothermic processes overlapped during isothermal

crystallization, the correspondence of these exother-

mic processes with the formations of different types of

crystals has not been known until recently. The in-situ

temperature-controlled synchrotron SAXS experi-

ments ®nd that in the course of crystal evolution

the IF crystal state was preceded by formation of

crystals having intermediate thickness between those

for the discrete IF crystal values. Therefore, these

correspond to the NIF crystals. The nearest IF thick-

ness is ®nally attained through isothermal thickening

or rather remarkably, thinning in isothermally con-

ducted experiments [39±49]. Therefore, the exother-

mic processes found in isothermal DSC observations

can be precisely assigned to formations of the NIF and

IF crystals.

Furthermore, over a wide range of undercooling,

NIF crystals formed initially, and then were trans-

formed into IF crystals. Although the NIF crystal is

thermodynamically less stable, kinetically it grows

faster [1,2,39±49]. Compared to the IF crystals, the

NIF crystals are morphologically metastable. Fig. 2

shows the formation of NIL crystals in a PEO fraction

with MW�3000 crystallized at 438C as an example. It

is clear that the NIF crystal having a fold length of

about 13.6 nm appears ®rst, which is in between the

fold lengths of extended chain crystals [IF (n�0)]

(19.3 nm) and once-folded crystals [IF (n�1)]

(10.0 nm). The fold length of the NIF crystals is found

to be crystallization T dependent, similar to the

observed changes of fold length in polymer crystals.

It is interesting to ®nd that both thickening [NIF!IF

(n�0) crystals] and thinning [NIF!IF (n�1) crystals]

processes occur at constant Tes during the NIF!IF

crystal transformation. More importantly, these pro-

cesses continue to occur long after the overall crystal-

lization reaches completion. The existence of the NIF

crystals as well as these isothermal transformations

have also been independently proven by Raman long-

itudinal acoustic mode experiments [50,51].

It is known that the size of crystals (such as lamellar

fold length) is critically associated with the crystal

thermodynamic stability, and may obey the Thomson±

Gibbs equation (or the Hoffman-Weeks equation in

Fig. 2. Set of in-situ temperature-controlled SAXS curves for a

PEO (MW�3000) fraction crystallized isothermally at 438C for

various times.
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polymer crystals). As a result, the thickening process

is thermodynamically justi®ed since the crystals are

annealed into a more stable form. However, the thin-

ning process in LMW PEO fractions is an issue which

needs to be further discussed, similar to the case of the

n-a1kanes [52,53]. When we think of thermodynamic

and morphological criteria for these processes, one

expects that if the Gibbs (free) energies of these

crystals follow G(NIF)>G(IF, n�i�1)>G(IF, n�i)

and their fold lengths are L(IF, n�i)>L(IF)>L(IF,

n�i�1), both thickening and thinning can take place

[in the case of i�0 it implies that there are IF (n�0)

and IF (n�1) crystals]. On the other hand, if G(IF,

n�i�1)>G(NIF)>G(IF, n�i) and their fold lengths are

L(IF, n�i)>L(NIF)>L(IF, n�i�1), this returns to the

common case of polymer lamellar crystals in which

the thinning process is forbidden. The explanation of

the highest Gibbs F for NIF crystals is due to the

inclusion of chain end defects within the Qc crystals

and the rough fold surfaces. Both factors destabilize

the crystals and increase the Gibbs F of the system.

Therefore, the NIF crystal is the least stable crystal

among these three states even though it possesses a

fold length which is thicker than that of an IF (n�i�1)

crystal. As a result, it can be rationalized that the F

barrier to the formation of the NIF crystals must be the

lowest among these three crystals and therefore, the

LMW PEO molecules are trapped in this metastable

state after the molecules overcome the NIF F barrier.

Two F pathways exist for the NIF crystals to relax

towards lower F states: one is the IF (n�1) crystal and

another is the IF (n�0) crystal. The latter is the

ultimate stable state among these three crystals.

Furthermore, NIF crystals can also been found in

the cases in which the fold numbers exceed on the

transformation of the NIF!IF crystals thus explores

relationships between two categories of metastability

(classical versus morphological).

Another example is the molecular dynamics in

different polymer liquid crystalline states detected

using a combined techniques of DSC, in situ tempera-

ture-controlled WAXD and solid state C-13 NMR

techniques. Liquid crystalline polymers have grown

rapidly both in academia and industry during the last

two decades. Like crystals, liquid crystal structures

can also be identi®ed by X-ray diffraction techniques.

To this point, more than thirty phases have been

identi®ed based on different orders and symmetries

in these phases [54,55]. All the phases exhibit their

own thermodynamic properties which can be mea-

sured using DSC (heats of transitions and transition

temperatures). They also possess diffraction charac-

teristics identi®ed by WAXD techniques (the phases

are de®ned by positional, bond orientational and

molecular orientational order) and molecules in each

state have different dynamics detectable by NMR

experiments. For instance, a series of liquid crystalline

polymers synthesized from 1-(4-hydroxy-40-biphe-

nyl)-2-(4-hydroxyphenyl) propane and 1,15-dibromo-

pentadecane show several highly ordered smectic

phases and smectic crystal [56±62]. Although the

DSC diagram shown in Fig. 3 does not provide

information regarding the phase structures, in-situ

temperature-controlled WAXD experiments identify

these structures, also shown in Fig. 3. Therefore, this

polymer possesses multiple liquid crystalline states

and its transition sequence can be written as [57].

I $150�C

18:14 kJ=mol
SF $130�C

6:21 kJ=mol
SCG $118�C

13:69 kJ=mol
SCH$23�C

Tg

Beginning at higher temperatures, WAXD ®ber pat-

terns inserted in Fig. 3 show a smectic F (SF) phase. A

sharp low-angle re¯ection represents the layer spacing

and a re¯ection at 2y�198 is attributed to the lateral

molecular packing into a hexagonal two-dimensional

lattice. However, in this SF phase, no long-range

correlation of the structural order can be found

between layers. Decreasing the temperature to below

1308C, the sample enters a new phase, the SCG. In this

phase, three-dimensional long-range structural order

starts to form, and therefore correlation between layers

becomes possible although the structure still ®ts into a

hexagonal lattice. Upon decreasing the temperature to

below 1188C, the crystal structure undergoes a sudden

change from a hexagonal lattice to an orthorhombic

lattice. This is the SCH phase. As shown the inserted

WAXD pattern, the re¯ections are completely differ-

ent from the high temperature ones. This structure,

with the highest order among these structures, remains

until the glass transition temperate is reached.

Different structural orders in the samples must be

associated with different molecular dynamics. As

shown in Fig. 3 in TPP-15, there are three different

phase structures before the isotropic melt is reached.

Therefore, it can be expected that within these phases,

molecular dynamics should also possess its own
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characteristics. We have used temperature-controlled

solid state C-13 NMR experiments to provide infor-

mation of molecular dynamics of the polymer at

different temperatures [61]. Our focus is on the

dynamics of conformational changes of the methylene

units in different phases using the y-gauche effect in

the 13CNMR chemical shift, which depends largely on

the C±C conformation under the condition of magic

angle spinning. The NMR results on the conforma-

tional order of the methylene units may be correlated

with the entropy changes in the methylene units that

are associated with phase transitions measured by

DSC experiments. Both the entropy change of the

methylene units and 13CNMR chemical shift show

that in the highly ordered smectic phase and smectic

crystals of this polymer, the methylene units play an

important role in maintaining the order of these

phases. The correlation of the NMR results and

DSC observations can be seen in Table 1. Note that

in the DSC observations, the DS/DS(I$SCH) is cal-

culated based on the ratio of the entropy change of

individual phase transition to the overall entropy

change from the isotropic melt to the SCH phase.

Since the liquid crystalline transition is close to a

thermodynamic equilibrium transition the entropy

change can be easily calculated be the ratio of

enthalpy change and transition temperature. On the

other hand, the conformational order measured in

NMR is calculated based on the ratio between the

population of trans-conformation within each phase

and overall change of the trans-conformation involved

in these phase transitions. Indeed, both series of data

®t very well, indicating the molecular dynamics are

associated with the thermodynamic property changes

in the phase transformations.

4. Conclusions

In summary, thermal analysis techniques have been

extensively developed during the past 40 years, and

they will continue to play an important role in the

research and development of materials science and

technology as we are entering the next century. It is

clear that thermal analysis techniques can be further

improved by performing more precise measurements

utilizing traditional techniques, and by combining in-

situ temperature-controlled experiments for the study

Fig. 3. A DSC cooling thermal diagram of TPP-15 from the isotropic melt. Multiple transition processes can be observed. The inserted

WAXD patterns indicate the phase structures characterized within each phase.

Table 1

Comparison of methylene unit contributions to the entropy changes

and conformational order at liquid crystalline transitions in TPP-15

[61]

Transitions DS/DS(I$SCH) Dr/Dr(I$SCH)

I$SF 42% 46%

SF$SCG 17% 17%

SCG$SCH 42% 38%
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of structures and dynamics, which are traditionally

studied by diffraction, scattering, spectroscopy and

microscopy. As another important part of this devel-

opment, thermal analysis techniques should also be

developed for use in quality control and on-line mea-

surements during production. This has not been

touched at all in this small commentary paper due

to the lack of our experience in this area, but this is

certainly not because this topic is any less important.

On the contrary, we may expect that this application

could bring and stimulate a broad inquiry of scienti®c

knowledge and technical innovation.
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