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Thin-film differential scanning nanocalorimetry: heat capacity analysis
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Abstract

This paper analyses the electrical response of a quasi-adiabatic, thin-film nanocalorimeter system for the purpose of obtaining values of the
heat capacity of ultra-thin samples. The pulse-heating method of heat capacity measurement is based on the observation of the temperature
rise during the heating of the sample by a pulse of current. By measuring the voltage and current (in differential mode) of both reference and
sample cells of the calorimeter during the pulse, the heat capacity is obtained. Also described are different methods to derive corrections for
the baseline to account for the non-ideal differences between the reference and sample cells characteristics, including differences in addendum
and resistance–temperature response. Further analysis accounts for the actual heat loss during the measurement, shunting effects of current
through the substrate, and heat capacity of the blank calorimeter. Examples of the effects of each of the non-ideal conditions are given.
© 2003 Elsevier B.V. All rights reserved.
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1. Introduction

The pulse-heating method of heat capacity measurement
is based on the observation of the temperature rise during
the heating of the sample by a pulse of current. The electric
power of the current is known and experimental conditions
should be close to adiabatic. This method has been used
for many years[1]. One of the important advantages of the
technique is its simplicity. The calorimeter often consists
only of the sample itself (in the form of wire or strip). This
type of calorimeter makes it possible to measure the thermal
properties of a sample over a wide range of temperatures and
to characterize small amounts of substance. Applications of
the method include: measurements of thermal properties at
temperatures up to 3600◦C [1–3] and heating rates up to
107 K/s [4], kinetics of decomposition at high heating rates
[5], and critical temperature and pressure measurements[6].

Development of the membrane-based calorimeter ([7],
for example; see also[8]) has been a significant advance
in the field. Fabrication of a calorimetric sensor on a thin
membrane grown on a Si wafer using standard microlithog-
raphy methods produces a sensor with an extremely small
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addenda. Using this approach, we developed a novel calori-
metric technique—thin-film DSC nanocalorimetry (TDSC)
([9] and references therein), which allows us to measure
thermal effects in various nanometer-thick films.

The scope of this article is the heat capacity analysis
used in the nanocalorimetry technique. While the physics
of TDSC method are simple, non-trivial methods of data
processing are required in order to get dependable results.
The basic theory of heat capacity calculations in the TDSC
method is straightforward[10,11], but it gives typically
semi-quantitative values. Random noise, introduced mostly
by differentiation of digitized data, is the typical problem
and can be addressed by improved numerical procedure.
Other factors able to deteriorate the quality of results, and
can be sufficiently compensated by proper calculation pro-
cedures, are—a mismatch between sample and reference
sensor; the need for baseline correction for massive sam-
ples, heat loss issues, and errors caused by non-ideality
of calibration procedure. While unavoidable, these de-
viations can be substantially reduced by using specific
models.

In this paper we give detailed descriptions of these
problems and how can they be reduced or eliminated by
using specific calculation methods. Some uncertainties of
the TDSC method strongly depend on the experimental
hardware; these topics are discussed elsewhere[12]. The
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fabrication and design considerations of the TDSC sensor
are described elsewhere[8].

2. TDSC: principles of operation

The TDSC sensor, schematically shown inFig. 1, is a
silicon-based chip made by standard microfabrication tech-
nology. It consists of a thin, free-standing membrane of SiNx

supported by a Si frame. Typical dimensions of the mem-
brane are 30–50 nm in thickness and several millimeters in
lateral dimensions. A thin, typically 50 nm thick, metal (usu-
ally Pt, Au, Al or Ni) strip is deposited onto one side of
the membrane. A sample is deposited either on the metal
strip directly (if it is not conductive and does not react with
the metal) or on the opposite, membrane covered side. Dur-
ing the DSC scan, a pulse of current through the metal
strip causes a temperature rise due to Joule heating. Using
metal with a significant temperature coefficient of resistance
(TCR), the metal strip is operated also as a resistance tem-
perature detector (RTD). The working part of the strip and
the membrane beneath it form a calorimetric cell. The small
thicknesses of the constituents and the combination of the
heater and thermometer functions in one component provide
an exceptionally low addenda of the cell, which is the key
reason for the high sensitivity of TDSC. The cell works in
a nearly adiabatic mode, which assumes high heating rates
with typical values of tens of K/ms.

Two sensors, sample and reference, are used in the dif-
ferential scheme, illustrated inFig. 2. The DSC scan is
initiated by passing simultaneous current pulses through the
heaters.Fig. 3 shows typical, raw, experimental data. Cur-
rents through the heatersIS(t) andIR(t) (Fig. 3(1)), voltages
VS(t) and VR(t) (Fig. 3(2)) across them, and differential
voltage �V(t) (Fig. 3(5)) are sampled by high frequency
analog-to-digital converters. The indices S and R denote
sample and reference, respectively, andt is time. The re-

Fig. 1. Cross-section and planar views of a typical TDSC sensor with a
polymer sample on it (not to scale).
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Fig. 2. Principal electric diagram for TDSC measurement.

sistances of sensors’ heatersRS(t) andRR(t) (Fig. 3(3)) are
calculated using current and voltage data. Then the temper-
atures of calorimetric cellsTS(t) and TR(t) (Fig. 3(4)) are
calculated using resistancesRS(t) andRR(t) and calibration
functionsTS(RS) and TR(RR). Prior to the experiment, the
heater resistances of both sensorsRS andRR are calibrated
against temperatureT in a vacuum three-zone tube furnace
and analytical forms of the functionsTS(RS) andTR(RR) are
determined. The derivative of�V over time (Fig. 3(5)) con-
tains most of the information about thermal processes in the
sample and is useful for real-time control of the DSC scan.
Finally, the heat capacity of the sampleCSMP

P as a function
of temperature (calorimetric curve) is calculated (Fig. 3(6)).

3. Analysis of heat capacity

3.1. Calculation of heat capacity using raw current and
voltage data: method I (main)

Under adiabatic conditions, all Joule heat will be con-
sumed to increase the temperature of the calorimetric cell:

V(t)I(t) dt = CP(T) dT (1)

Introducing heating ratev(t) = dT/dt, for reference and
sample cells, we find

C
AD,R
P (TR(t)) = VR(t)IR(t)

vR(t)
(2a)

and

C
AD,S
P (TS(t)) + CSMP

P (TS(t)) = VS(t)IS(t)

vS(t)
, (2b)

whereC
AD,R
P andC

AD,S
P are the heat capacities of the refer-

ence and sample cells. SubtractingEq. (2a)from Eq. (2b),
one gets

CX
P (TS(t)) ≡ CSMP

P (TS(t))

+ [CAD,S
P (TS(t)) − C

AD,R
P (TR(t))] (3a)

CX
P (TS(t)) = VS(t)IS(t)

vS(t)
− VR(t)IR(t)

vR(t)
(3b)

Generally, valuesCX
P and CSMP

P are nearly, but not quite,
equal.CX

P can be calculated using data from a given calori-
metric scan, but theCSMP

P is the heat capacity of sample that
we are interested in. These values are identical under two
important assumptions.
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Fig. 3. Raw experimental data (1–5) and final result (6) for TDSC measurement of a 20 nm In film deposited on the sensor with Ni metallization. The
current pulse of 8 ms duration starts at the time 1 ms. Current through heaters (1), voltage across them (2), heater resistances (3) and temperatures (4)
for both sample and reference sensors are shown. Data for resistance and temperature are not valid when the current is absent (<1 ms and >9 ms). (5)
demonstrates differential voltage and its derivative over time, and (6) shows the calorimetric curve of the sample, calculated using the main method with
corrections 1–3.

1. Both the sample and reference sensors have the same
addenda:

C
AD,S
P (T) = C

AD,R
P (T) ≡ CAD

P (T). (4)

2. The difference betweenTR andTS at eacht is small, and
theCAD

P (T) function is flat enough to assume that:

CAD
P (TR) = CAD

P (TS). (5)

The errors caused by these assumptions can be eliminated,
as described inSection 3.3. Here we consider the ways to
evaluateCX

P .
A differential mode of measurement is not necessary to

useEq. (3b)for CX
P calculation. However, rewritingEq. (3b)

as

CX
P (TS(t)) = VR(t)IR(t)

vR(t)

×
[(

VS(t)IS(t)

VR(t)IR(t)
× 1

vS(t)/vR(t)

)
− 1

]
, (6)

we see that the expression forCX
P contains the noisy compo-

nentvS/vR = dTS/dTR. This statement requires additional
comment. Differentiation is a “notoriously unsatisfactory
process”[13], which exaggerates irregularities in a function
being differentiated. This is true both for numerical opera-
tions [13,14] and analog processes[15,16]. Such irregulari-
ties can be developed by numerous reasons—thermal noise
in conductors, transients in electrical contacts, quantization
errors in analog-to-digital conversion, to name a few, and
tend to be of relatively high frequency. The output of a dif-
ferentiation is proportional to frequency. For example, for
the harmonic signalA sinwt the output isAw coswt, where
A is the amplitude andw is the angular frequency of the
signal. Comparing a Nyquist frequency of 50 kHz (typical
for our experiments) and a typical time scale for thermal
processes in the calorimetric cell of a millisecond (of the
order of 1 kHz of corresponding frequency), it is clear that
the differentiation process can degrade the signal-to-noise
ratio by 1–2 orders of magnitude. Practically, derivatives are
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the major sources of noise in the calorimetric curves. There-
fore, below, we will concentrate on the errors introduced by
derivatives. It should be mentioned here, thatEq. (6) has,
except dTS/dTR, alsovR = dTR/dt derivative, which is also
significant source of noise. Nevertheless, the attenuation of
noise in thevR component is much simpler, because (a) the
dt interval in sampling process is fixed and well stabilized,
and (b) since the reference sensor has no sample on it, the
vR is a featureless and monotonic function of temperature,
which can be smoothed by accumulation of many measure-
ments and by approximation. These issues will be discussed
later.

To improve noise characteristics introduced byvS/vR
term in Eq. (6), let us express this component using differ-
ential voltage�V(t). Differentiating the expression�V =
VS − VR, one can find that

d�V

dt
= vS(t)

dVS

dT

∣∣∣∣
t

− vR(t)
dVR

dT

∣∣∣∣
t

, (7)

or, expressingvS/vR explicitly

vS(t)

vR(t)
= d�V/dt

vR(t)(dVS/dT)|t + (dVR/dT)|t
(dVS/dT)|t . (8)

While the derivative of�V contains the major component
of the useful signal, the derivatives ofVS andVR are major
sources of noise. UsingV = IR, one can find

dV

dT

∣∣∣∣
t

= I(t)
dR

dT

∣∣∣∣
t

+ R(t)
dI

dT

∣∣∣∣
t

, (9)

which is valid for both the reference and sample terms. The
R(T) function, obtained from the calibration procedure, has
an analytical form. Consequently, the noise, introduced by
the first term in the right side ofEq. (9), is negligible. The
most noisy component inEq. (9), the derivative of current, is
small and depends on hardware design. In the ideal case of a
stable current source with an infinite impedance, the current
through the heater would be constant, and the last term of
Eq. (9)would be zero. In the real situation, the current can
be approximated well by using an empirical function. The
form of this function could be chosen using electric diagram
considerations.

For the scheme shown inFig. 2, a good approximation is
given by

IAPP(t) = VSUP− (Q(t)/CSUP)

RCONST+ R(t)(1 + a + bR(t))
, (10)

whereVSUP is the voltage on the charged capacitor before
the pulse,CSUP the effective electric capacity of the capac-
itor, RCONST the resistance in heater chain which is not de-
pendent on temperature,a andb are constants, andQ(t) is
the discharge of the capacitor during the pulse

Q(t) =
∫ t

0
I(τ)dτ, (11)

calculated from the experimentalI(t) data.

In this case, the derivative of current inEq. (9), can be
approximated by

dIAPP

dT

∣∣∣∣
t

= I2(t)

VSUP− (Q(t)/CSUP)

×
[

1

v(t)CSUP
+ dR

dT

∣∣∣∣
t

(1 + a + 2R(t)b)

]
. (12)

In practice,CSUP is less than the nominal value of the
capacitor. It should be determined experimentally for given
hardware by nonlinear fitting ofI(t) by Eq. (10). Parameters
a and b are calculated for each measurement by the least
square fitting of current derivative usingEq. (12). Then,
using the same equation with calculateda andb, the smooth
approximation of dI/dTfor Eq. (9)can be found.

Finally,Eq. (6)can be slightly improved using�V instead
of VR:

CX
P (TS(t)) = VR(t)IR(t)

vR(t)

×
[

1

vS(t)/vR(t)
×

(
�V(t)

VR(t)
+1

)
× IS(t)

IR(t)
− 1

]
.

(13)

To summarize this section, the main method for calculat-
ing the sample heat capacity from electrical measurements
in a DSC scan includesEqs. (8), (9) and (13), and the ap-
proximation given byEq. (12). All intermediate calculations
should be performed in the time domain, which is expressed
explicitly in the equations of this section. Conversion of heat
capacity to the temperature domain is the last step of calcu-
lations.

Special care should be taken in proper handling of noisy
data. After some mathematical manipulations on data with
occasionally small signal-to-noise ratio, the initially random
noise can be transformed to non-random one and consequent
smoothing of such data would give wrong results. In the
described method, the most sensitive parameter is the sample
heating ratevS and correlated variables (vS/vR). At sharp
endothermic events (melting of crystals, for example), the
sample temperature would be almost constant over the time
of the transition. In this case,vS would be close to zero
and even small noise will cause the reciprocal value 1/vS
to achieve unlimitedly high values, including negative ones.
Averaging such data would give wrong results.

The form ofEqs. (8) and (13)allows us to avoidvS in the
denominators of these expressions. ThevS in the sample case
of Eq. (12)should be properly smoothed. The derivatives in
Eq. (8)should also be smoothed. In our calculations, we use
the simplest symmetrical box averaging in time domain

x̄(ti) = 1/tBOX

∫ τ=(ti+tBOX)/2

τ=(ti−tBOX)/2
x(τ)dτ

and in temperature domain

x̄(ti) = 1

TBOX

∫ T=(T(ti)+TBOX)/2

T=(T(ti)−TBOX)/2
x(T)dT.
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Since the data are measured at a fixed sampling rate
(with fixed time interval�t between measurements), the
averaging in the time domain is equivalent to averaging
of corresponding number of data points. According to our
tests, using a mixture of time and temperature domain av-
eraging is more effective than averaging all variables in
only a single domain. A typical box size for averagingv

(in Eqs. (8) and (12)) and dI/dT(approximated byEq. (12))
is TBOX = 5 K. For averaging of dVS/dT (in Eq. (8)),IS/IR
(in Eq. (13)), and finalCP valuestBOX = 10–90�s (or 1–9
data points in case of a 100 kHz sampling rate), depending
on heating rate. Additional averaging of the last term in
Eq. (8)hastBOX = 50–600�s (5–60 data points).

Note that box averaging of derivatives is not effective
enough:

dX

dt

∣∣∣∣∣
k

≈ 1

2a + 1

i=k+a∑
i=k−a

Xi+1 − Xi

�t
= Xk+a+1 − Xk−a

(2a + 1)�t

(where 2a + 1 is the box size), because information only
from the first and the last points of the averaging interval
is used. As a simple solution, in the case of derivatives we
perform the averaging twice, although more accurate (and
complicated) procedures could be employed.

Transient processes cause erroneous data points at the
beginning and the end of DSC scan. Such data should be
carefully removed prior to calculations: even one strongly
outlying data point can disturb the wholeCP (T) plot, due to
the fitting procedure used for the evaluation ofa and b in
Eq. (12).

3.2. Calculation of heat capacity using raw current and
voltage data: simplified methods

The main method described above, although accurate, re-
quires an appreciable amount of calculation and the avail-
ability of all five sets of experimental data—IS(t), IR(t),
VS(t), VR(t), and�V(t). Simplification of the method I can
be useful.

3.2.1. Method II
In the case of an ideal current source, the current through

the heater during a scan would be constant. In the case of
two identical sources for both sample and reference sen-
sors, we can assumeIS = IR, or equivalently,RS(t) =
RR(t)[VS(t)/VR(t)]. Using the definition�V = VS − VR,
we can expressRS as a function ofRR, VR, and�V

RS(t) = RR(t)

(
1 + �V(t)

VR(t)

)
. (14)

and calculate the noisy term

vS(t)

vR(t)
= dTS(RS(t))

dTR(RR(t))

∣∣∣∣
t

(15)

using RS(t) from Eq. (14). Doing so, we replace two
non-correlated noise sources (experimentalRS andRR) by

mutually correlated ones (RS, calculated byEq. (14) and
experimentalRR). As a result, the noise is reduced.

Additionally, using the suppositionIS = IR, Eq. (13)can
be simplified

CX
P (TS(t)) = VR(t)IR(t)

vR(t)

×
[

1

vS(t)/vR(t)
×

(
�V(t)

VR(t)
+ 1

)
− 1

]
. (16)

Only 3 sets of data—IR(t), VR(t), and�V(t)—are needed
for this method. The additional assumption thatT(R) depen-
dencies for both sensors are identical would simplify the ex-
periment even more. Unlike sample sensors, which should
be typically discarded after experiment, the reference sensor
can be reused. Temperature calibration, performed once for
a sensor, does not need to be repeated for any experiments
where this sensor will be used as a reference.

3.2.2. Method III
Assuming thatIS = IR = constant andTS(R) = TR(R),

Eq. (8)can be rewritten as:

vS(t)

vR(t)
= d�V/dt

vR(t)I(dR/dT)|t + 1. (17)

If the signal (d�V/dt) is small,Eq. (17)can be approximated
as:

1

vS(t)/vR(t)
≈ 1 − d�V/dt

vR(t)I(dR/dT)|t , (18)

CombiningEqs. (13) and (18), usingIS = IR, and neglecting
�V in Eq. (13), one can find

CX
P (T(t)) = − VR(t)

v2
R(t)dR/dT |t

d�V

dt
. (19)

This formula also requires only three sets of data—IR(t),
VR(t), and�V(t). Moreover,Eq. (19)demonstrates that the
sample heat capacity is proportional to d�V/dt. The coeffi-
cient in front of the d�V/dt term is nearly constant and can
be approximated as a linear function of temperature:

CX
P (T(t)) = (α + βT)

d�V

dt
. (20)

Eq. (20) allows the combination of accuracy of the main
method with the low noise character of the raw differential
voltage signal. In this case,α andβ are fitted usingCX

P (T)

determined by the main method. Then, a low-noise heat ca-
pacity can be calculated fromEq. (20), using these values
of α andβ. For strong signals this method gives only qual-
itative results.

3.2.3. Comparison of methods
Fig. 4 illustrates the difference between the main method

I and the simplified methods II and III. A simple simulation
program was used to calculate all five datasets measured dur-
ing a calorimetric experiment, givenCP (T) behavior for a
sample and two typical sensors. Then,CP (T) was calculated
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Fig. 4. Calorimetric curves calculated by different methods. Calculations
use computer simulated raw data. (�)—imitated sampleCP (T) depen-
dence, close to the experimental curve for 2 nm In film. Methods used
for backward calculation: (a) main method I, (b) simplified method II, (c)
simplified method III. In the raw data generation, two sensors are simu-
lated; these sensors have differentT(R) characteristics and equal addenda
heat capacities, which do not depend on temperature. For all methods the
1st correction is made.

using these simulated datasets using the different methods.
This procedure is also very useful for testing calculation
software. For sensors with equal constant addendaC

AD,S
P =

C
AD,R
P , only the first correction (see below) is needed for

accurate calculation (the current version of our simulation
program does not take heat loss into account).Fig. 4demon-
strates that the main method is the most accurate. Compar-
ing methods II and III, usually it tends to be, that method
II gives more accurateCP values, while temperature of the
features on theCP (T) plot is better represented by method
III. Methods II and III are typically more accurate in calcu-
lating the integral heat of thermal processes than in calcu-
lating absolute heat capacity values. For the example shown
in Fig. 4, the heat of fusion values given by methods II and
III are 1.10 and 1.15�J (respectively), which are within the
error of 10% of the accurate value of 1.20�J (while the heat
capacity values are deviated much larger—more than 50%
for the curve (c)).

3.3. Corrections using an idle experiment

Measurements on the calorimetric cells without any sam-
ple (an “idle experiment”) can significantly improve the ac-
curacy of the finalCP (T). Corrections that can be made us-
ing data from such an idle experiment are discussed in this
section.

3.3.1. Correction for different addenda
The error caused by the assumption inEq. (4) can be

corrected using an idle experiment made under the same
conditions and with the same sensors as the subsequent
measurements with the sample. Using the main method for
idle experiment data, one can determine a baseline:

CX1
P (TS0(t)) = C

AD,S
P (TS0(t)) − C

AD,R
P (TR(t)), (21)

which reflects the difference between sensors in differential
assembly. Note that the temperature dependence for the
sample sensor in the idle experimentTS0(t) is different that
in the experiment with sample, while theTR(t) functions are
the same. Subtracting theCP

X1 correction from the value
obtained in the experiment with sample (seeEq. (3a)), one
can get

CXCorr1
P (TS(t)) = CX

P (TS(t)) − CX1
P (TS0(t))

= CSMP
P (TS(t)) + [CAD,S

P (TS(t))

−C
AD,R
P (TR(t))] − [CAD,S

P (TS0(t))

−C
AD,R
P (TR(t))]

= CSMP
P (TS(t)) + [CAD,S

P (TS(t))

−C
AD,S
P (TS0(t))]

(22)

The corrected valueCXCorr1
P is closer to the desiredCSMP

P ,
because the assumption inEq. (4)is not required any more.

For the experiment illustrated inFigs. 3, 6 and 7, the
difference in addenda of the reference and sample sensors
is about 1% of the addenda. This minuscule mismatch is the
result of careful selection of two sensors, which typically
should be in adjacent positions on the wafer. For a pair of
sensors from the same wafer, but from opposite sections of
it, the difference in addenda can achieve 10%. The mismatch
can be even more for sensors from different wafers.

3.3.2. Correction for different heat capacity of blank
sample cell at different temperatures

The assumption inEq. (5)is equivalent to the supposition
that the heat capacity of an empty cell does not depend on
temperature, which is generally not true. At any given timet,
the temperature of the sample cell in an experiment where a
sample is present is different (typically, lower) from the cor-
responding idle experiment. These two facts make the dif-
ferenceCAD,S

P (TS(t))−C
AD,S
P (TS0(t)) in Eq. (22)non-zero.

Straightforward calculation ofCAD,S
P (T) can be made from

the idle experiment usingEq. (2b)without theCSMP
P term.

Then, for each timet, the value of the second correction can
be found:

CX2
P (t) = C

AD,S
P (TS(t)) − C

AD,S
P (TS0(t)). (23)

Subtracting this term from valueCXCorr1
P (seeEq. (22)), the

sample heat capacity can be found

CXCorr12
P (t) = CX

P (TS(t)) − CX1
P (TS0(t)) − CX2

P (t)

= CSMP
P (TS(t)) (24)

It should be noted, that theCAD,S
P (T) calculated byEq. (2a)

is extremely noisy and, used “as is”, will ruin the result. As-
suming that the heat capacity of an empty cell, which con-
sists only of silicon nitride and metal, has no features in a
given temperature range and is inherently very smooth, the
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Fig. 5. Calorimetric curves calculated with and without the second cor-
rection. Calculations are made by the main method and use computer
simulated raw data. (�)—imitated sampleCP (T) dependence, the same
as inFig. 4. (a) first and second corrections are made, (b) only first cor-
rection is made. In the raw data generation, two sensors are simulated;
these sensors have differentT(R) characteristics and equal addenda heat
capacities, which linearly depend on temperature.

C
AD,S
P (T) can be approximated by a smooth analytical func-

tion. Typically, we use fourth-order polynomial approxima-
tion. Transient processes generated by switching current on
and off at the beginning and at the end of a scan generally
cause noticeable deviation of the first and the last points of
experimentalCAD,S

P (T) plot. Deviated points, which are far
from the average noise level of a smooth monotonic func-
tion should be removed prior to the approximation. Typical
result of this correction is shown inFig. 5. This correction
is especially important for temperatures above where strong
thermal effects in the sample (melting, sublimation etc.) oc-
cur, when the difference in the temperature of the sample
sensor with and without sample has increased.

3.3.3. Correction for heat loss
For all previous considerations we assume adiabatic con-

ditions of calorimetric experiments. This is true, strictly
speaking, only for an infinitely high heating rate. In real ex-
periments, the calculated heat capacity of cells includes heat
loss during the scan. For the sample cell in an idle experi-
ment we can write:

PHEAT(t) + PHL(t) = vS0(t)C
AD,S
P (t), (25)

where PHEAT is the part of electric power consumed by
the heating of the calorimetric cell andPHL is the power
of heat loss.CAD,S

P here means effective heat capacity of

the cell. IntroducingCAD0,S
P = PHEAT/vS0 as the real heat

capacity of the sample cell (when heat loss is negligible),
which depends only on temperature, we can rewriteEq. (25)
as

C
AD,S
P (t) = C

AD0,S
P (TS0(t)) + PHL(t)

vS0(t)
, (26)

Generally, heat loss at a given timet depends on the whole
prehistory of the heating. However, for the first approxima-
tion we can assume that heat loss depends on the current
temperature of the cell only—PHL(t) = PHL(T(t)). This as-
sumption gives us the opportunity to rewriteEq. (26)as:

C
AD,S
P (TS0) = C

AD0,S
P (TS0) + PHL(TS0)

vS0(TS0)
. (27)

This means that running the idle experiment at different
heating ratesvS0, we can calculatePHL for the whole tem-
perature range of the experiment. Practically, heat capacities
for an empty sample cell at several different heating rates
C

AD,S
P (TS0, vS0) are calculated and then approximated by

smooth analytical functions as described insection 3.3.2.
The heating ratesvS0 should also be approximated by
smooth analytical functions; for this parameter, we also typ-
ically use fourth-order polynomial approximation. Then, for
each givenTS0, parametersCAD0,S

P and PHL can be found

by a linear fit of the dependenceCAD,S
P (1/vS0). Typical heat

loss dependence versus temperature during a calorimetric
scan is shown inFig. 6.

In order to usePHL(TS0) for heat capacity correction, it
should be noted that heat loss in the idle experiment and the
experiment with the sample is different due to a decrease in
the heating rate after sample loading. Using the cell’s heat
capacity as a function of both temperature and heating rate,
we can correctEq. (24), omitting time dependence for clarity

CXCorr12
P = CX

P − CX1
P − CX2

P

= [CSMP
P (TS)+C

AD,S
P (TS, vS)−C

AD,R
P (TR, vR)]

−[CAD,S
P (TS0, vS0) − C

AD,R
P (TR, vR)]

−[CAD,S
P (TS, vS0) − C

AD,S
P (TS0, vS0)]

= CSMP
P (TS)+[CAD,S

P (TS, vS)−C
AD,S
P (TS, vS0)]

(28)

The difference [CAD,S
P (TS, vS)−C

AD,S
P (TS, vS0)] in Eq. (28)

can be expressed usingEq. (27), and the correction for heat
lossCX3

P can be found:

CX3
P (t) = C

AD,S
P (TS(t), vS(t)) − C

AD,S
P (TS(t), vS0(t))

= PHL(TS)

vS(t)
− PHL(TS)

vS0(t)
. (29)

Fig. 7 illustrates the effect ofCX3
P correction. The correc-

tion is especially important for samples that undergo strong
endothermic processes in a narrow temperature range (e.g.
melting). During such a process the sample temperature
changes slowly, and heat loss, which is roughly proportional
to time, increases significantly.

An additional correction can be made if we note that the
presence of sample in the cell changes heat loss at a given
time t not only because it causes a decrease in tempera-
ture and heating rate, but also because it provides an addi-
tional method of heat loss—heat conductivity through the
sample; the emissivity can also be changed. Assuming this,



20 M.Yu. Efremov et al. / Thermochimica Acta 412 (2004) 13–23

50 100 150 200 250
0

5

10

15

20

25

Heat loss

Total power

P
ow

er
, m

W

Temperature, OC

Fig. 6. Heat loss for a typical sample sensor without sample on it. This sensor was used for measurements illustrated onFigs. 3 and 7. Total power
input for 35 K/ms average heating rate is shown for comparison.

the numerator in the first term of the expression forCX3
P

(Eq. (29))—PHL—should be replaced by the heat loss power
for the cell with sampleP+S

HL . This replacement is equivalent
to introducing an additional correctionCX4

P :

CX4
P (t) = P+S

HL (TS)

vS(t)
− PHL(TS)

vS(t)
. (30)

ParameterP+S
HL can be found using the same procedure, as

used forPHL calculation, but using data from the experi-
ment with sample. UnlikePHL calculation, whereCAD,S

P (T)

(and, consequently,vS0(T)) curves are inherently smooth and
highly monotonic and can be effectively approximated by
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Fig. 7. Calorimetric curves calculated with and without the third correc-
tion. Calculations are made by the main method and use experimental
data for 2 nm thick In film deposited on sensor with Ni metallization.
Curves correspond to different heating rates: (a) 35 K/ms, (b) 50 K/ms,
(c) 110 K/ms, (d) 150 K/ms. Plots: (1) 1,2 corrections are made, (2) 1–3
corrections are made.

simple analytical functions, [CAD,S
P + CSMP

P ](T) andvS(T)
curves may have significant features (in case of pronounced
phase transitions in a massive sample) and effective smooth-
ing/approximation of such data can be a challenge. Addi-
tional care should be taken in using ofCX4

P correction if the
heat effects in the sample depend on heating rate, for exam-
ple, in the temperature range of a glass transition or other
kinetically driven process.

Finally, the sample heat capacity, corrected by all four
corrections can be written:

CXCorr1234
P (t) = CX

P (t) −
4∑

k=1

CXk
P (t) = CSMP

P (TS(t)). (31)

Fig. 8 shows the effect ofCX4
P correction. This is espe-

cially important when the sample has significant heat con-
ductivity (a thick film, for example) and covers the entire
sensor, which allows heat to flow from the cell through the
sample to the silicon frame.

3.3.4. Common notes about corrections
Not all corrections have the same importance. The first

correctionCX1
P is used practically in all cases, and both

for main and simplified methods of calculations. The sec-
ond CX2

P and thirdCX3
P corrections are usually used when

improved accuracy is required and the main calculation
method is used. The forth correctionCX4

P is used more
rarely.

Even using of all mentioned corrections does not guaran-
tee ultimate accuracy. Additional investigations are required,
particularly for more accurate heat loss evaluation, which
can be made by detailed numerical calculation of heat bal-
ance of the sensor during the calorimetric scan.
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Fig. 8. Calorimetric curves calculated with and without the fourth cor-
rection. Calculations are made by the main method and use experimental
data for 400 nm thick poly(2-vinyl pyridine) film spin cast on a sensor
with a thick SiNx membrane (400 nm) and Pt metallization. Curves cor-
respond to different heating rates: (a) 15–25 K/ms, (b) 30–45 K/ms, (c)
60–90 K/ms, (d) 100–140 K/ms. Plots: (1) 1–3 corrections are made, (2)
1–4 corrections are made.

A typical experimental schedule, which allows us to use
the main method of calculation with corrections, is as fol-
lows. Prior to the experiment, both the sample and reference
sensors are calibrated. Then an idle experiment is performed
with different heating rates. Three to four different rates can
be used for systems where no dependence of heating rate
is expected, and six to eight otherwise. Next, experiments
with sample are made using the same heating rates for the
reference sensor, as in the idle experiment.

3.4. Temperature versus resistance calibration

As was mentioned inSection 2, the resistance of heater
R is calibrated against temperatureT prior to a calorimet-
ric experiment. This measurement is performed in a vacuum
three-zone tube furnace.R is measured by four point probe
method, and correspondingT is measured using a standard
platinum RTD (100�, class A, tolerance less than 1 K in
the range from−200 to+500◦C). Details of the calibration
procedure are described elsewhere[8]. Both sample and ref-
erence sensors should be calibrated for accurate measure-
ments.

3.4.1. Correction of the heating during resistance
measurement

The four-point probe method of resistance measurement
applies a currentICAL through a resistor. This current causes
heating of the resistor to the temperatureTAMB +�T , where
TAMB is ambient temperature and�T is additional heat-
ing caused byICAL. In order to determine the resistance
at exactlyTAMB , let us assume that�T is proportional to
the power of Joule heatP = I2

CALR, and R depends lin-
early on theT (in the small temperature range�T). Making
two measurement with different currents,ICAL1 and ICAL2
(whereICAL1 < ICAL2), and denoting measured resistances

asRCAL1 andRCAL2, respectively, we can find:

R(TAMB ) = R|P=0

= RCAL1 − RCAL2 − RCAL1

(I2
CAL2RCAL2/I2

CAL1RCAL1) − 1

≈ RCAL1 − RCAL2 − RCAL1

(ICAL2/ICAL1)2 − 1
(32)

Typically, for measuring resistance in the calibration
procedure, we use a Hewlett–Packard 34420A nano-
volt/microohmmeter. For on-sensor heater resistance,
ICAL1 = 100�A and ICAL2 = 1 mA are used. For smaller
currents (10�A, for example) the heating effect is negligi-
ble, but the deterioration of measurement accuracy at such
small currents makes them impractical. Measurement of the
standard RTD resistance is made withICAL = 1 mA and no
noticeable heating is detected.

3.4.2. Correction of the shunting effect
At elevated temperatures, the insulation properties of the

SiNx layer between the sensor metallization and the silicon
frame degrade (Fig. 9f). In this case, the current through
the insulation and silicon shunts the sensor heater and the
measured resistance (Fig. 9a) becomes smaller than the ac-
tual. This effect is observed only in the calibration and not
in the calorimetric measurements. During the DSC scan, the
silicon frame of the sensor remains cold and provides no
significant conductivity.

While a complete solution to this problem would require
a redesign of the sensor[8], the use of a simple model can
significantly improve experimentalR(T) dependence. This
model represents the sensor as a network of resistors, shown
in Fig. 10. It is assumed that allRSiN resistances are the same
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Fig. 9. Resistive properties of sensors as functions of temperature. All
curves are shown for sensors with platinum metallization; resistances
are shown in the normalized form. (a) typical experimental dependence
for sensor with regular (∼50 nm thick) SiNx membrane, after correction
by Eq. (32). (b) the same dependence corrected for shunting effect by
Eq. (34). (c) the same data after approximation by method IV. (d) typical
experimental dependence for sensor with thick (∼400 nm) SiNx mem-
brane, where shunting effect is negligible in this temperature range (after
correction byEq. (32)). (e) dependence for bulk platinum. (f) conductivity
between metallization and back side of sensor with regular membrane.
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Fig. 10. Model of the shunting effect. Thick dashed lines denote modeled
“resistors”. Thin lines denote the different layers of material in the sensor.

and much larger than both the resistance of the metallization
RMET (which is about the same as the resistance of the heater
R) and the resistance of the silicon frameRSi. In order to use
this model, the support for the sensor should be conductive
and the resistance between metallization and the support
RMS should be measured during the calibration procedure
also. Obviously:


RMS = RSiN

1

RMeas
= 1

R
+ 1

2RSiN

, (33)

where RMeas is the measured heater resistance. Conse-
quently:

R = 1

(1/RMeas) − (1/2RMS)
. (34)

3.4.3. Approximation of the calibration curve by analytical
function

A properly chosen approximation method can improve
the correction for shunting effect. It is reasonable to assume
that theR(T) dependence for a heater made using metal Me
will resemble the bulk behaviorRBULK (T) (method IV). In
practice, theR(RBULK ) function (whereR andRBULK are at
the same temperature) can be approximated well by a second
order polynomial:

RAPP =
2∑

i=0

aiR
i
BULK . (35)

Thea2 coefficient can be used as a good estimation of sensor
quality (regarding the shunting effect). It should be noted
that, even for model systems without shunting (for example,
metallization on an SiO2 substrate)a2 �= 0, although it is
very small. Approximation withEq. (35)is effective if the
least square method (LSM) is used with the errors ofR as
weighting coefficients. Typically, good estimation for error
in R is given by:

�R(T) =
√

(R(T) − RMeas(T))2 +
[
α

(
dR

dT

)
AVR

]2

, (36)

whereα = 1 K (accuracy of the temperature measurements
in the calibration system) and (dR/dT)AVR is an estimation

12 14 16 18 20 22

75

80

85

90

95

100

105

110

115

H
e

a
te

r 
re

si
st

a
n

ce
 R

, 
Ω

Resistivity of bulk Pt, µΩ *cm

Fig. 11. Heater resistance approximation. (�) – data points, corrected by
Eqs. (32) and (34), error bars are calculated usingEq. (36). Thick line
represents second-order polynomial approximation.

of the slope ofR(T). An example of this approximation is
given in Fig. 11. Improvement of theR(T) dependence is
illustrated inFig. 9 (compare curves (b)—before and (c)—
after approximation, and (d)—typical dependence for special
sensors without shunting effect at moderate temperatures).

The final operation is the approximation of theT(R) func-
tion, which is used inCP calculation, by fourth-order poly-
nomial:

TAPP =
4∑

i=0

biR
i
APP.

4. Heat capacity analysis discussion

The methods of heat capacity analysis described above,
have been used to study various material systems using the
nanocalorimetry technique. These material systems include
ultra-thin (down to 1–3 nm thick) polymer films[17–19],
isolated microscopic crystals of polymers[20], discontin-
uous indium deposits of sub-nanometer average thickness
[9,21], and self-assembled monolayers. Interesting effects
are found. For example: discrete periodic melting peaks are
observed in the heat capacity data of 2–4 nm indium clus-
ters, which are presumably caused by preferable formation
of clusters with complete shell of atoms at particle sur-
face[21]; a pronounced glass transition is observed in thin
spin-cast films of polystyrene, poly (methyl methacrylate)
and poly (2-vinyl pyridine) on platinum substrates even at
thickness as small as 1–3 nm, and no appreciable depen-
dence of the glass transition temperature is detected over the
thickness range from hundreds of nanometers down to 3 nm
thick films[17]. We hope this paper on one of the key aspects
of the TDSC technique—the method of data analysis—will
encourage the implementation of this promising technique
by other research groups.

While the described calculation methods are successful
so far, they are far from ideal and there are issues to be
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addressed in the future development. One of the important
problems is taking the heat loss into account in a more ac-
curate way than the described linear approach. The meth-
ods presented require several parameters (smoothing, etc.)
which are chosen on the basis of the experimentalist’s intu-
ition and experience. Optimization of these parameters is an-
other serious problem. While sensors can withstand elevated
temperatures (>600◦C), the calibration procedure, described
here, typically can not provide reliable calibration curves
for temperatures above 350–400◦C. Development of cali-
bration procedure, suitable for elevated temperatures, will
be important contribution for high-temperature applications
of TDSC method.

5. Conclusions

The thin-film differential scanning calorimetry (TDSC) or
nanocalorimetry is a powerful tool for investigation of ther-
mal properties of nanometer- thick films in a wide temper-
ature range. The quality of results obtained by this method
strongly depends on the data processing algorithms. The for-
mulas, algorithms and models, discussed above, have been
effective analysis tool in addressing the following issues:

• attenuation of the noise component caused by differenti-
ation procedure of raw data;

• reduction of the deviations in calorimetric curves, caused
both by initial mismatch of sample and reference sensors,
and by the addition of sample on the sensor;

• decrease of the spurious effect of heat loss during the
calorimetric scan;

• compensation of the errors in the calibration procedure
caused both by heating of the sensor by probing current
and by significant shunting effect at elevated temperatures.
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