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Abstract

The method of “periodically modulated driving force” with temperature modulated differential scanning calorimetry has been applied to
the transition kinetics in TNiigo_,, x >~ 50 at.%. The alloy presents two different types of solid—solid phase transitions. The details of the
transition kinetics especially of th®T dependence of transition rate has been examined by the present analysis.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction the driving force of transition, e.g. supercooling in the case
of crystallization, is periodically modulated to examine the

The alloy of Ti—Ni is one of typical shape memory alloys, response of the transition kinetics. The strength of the re-
the behavior of which is closely related with martensitic trans- sponse is determined by the temperature dependence of tran-
formation of the crystals. The transition of this alloy from the  sition rate, and hence useful information concerned with the
parent phase (CsCl-type B2 superlattice) to the martensitictemperature dependence of kinetics can be available by this
phase (monoclinic B19’) on cooling is intervened by an inter- method. In our previous studies, we have successfully applied
mediate phase (rhombohedral phgd4ep]. Both transitions  this method to the transformation kinetics in polymeric sys-
of parent—intermediate phases and intermediate—martensitidems, such as crystallizatiga3], melting[14], solid—solid
phases are first order, but the nature of the transition kineticstransition[15] and chemical reactidi 6]. The essential point
is quite differenf1-5]. The transition from the parent phase in this method is to examine the frequency dispersion of the
to the intermediate phase is known to be reversible with quite response appearing in the effective heat capacity of complex
small hysteresis on heating and cooling between those twoquantity and to determine the characteristic time required for
phases, while the transition to the martensitic phase from thethe completion of transition kinetics. A difficult issue arose
intermediate phase exhibits strong hysteresis, i.e. typical be-when the method was applied to polymeric systems with
havior of hucleation controlled growth. Because of those two DSC; that is low thermal conductivity in the sample. The ex-
different types of transition behaviors, the application of “pe- amination with different sample thickness showed a system-
riodically modulated driving force” to this system has a very atic variation with thickness, and the thickness must be thin
important meaning by the following reason. enough for the variation to be small enough to neglect the ther-

In order to examine transformation kinetics, we have pro- mal conductivity. In the present paper, we apply the analyz-
posed an analyzing method of “periodically modulated driv- ing method to the transition kinetics of this alloy, which has
ing force” [6] applied by temperature-modulated differen- thermal conductivity (<10 W K~1m~1) much better than
tial scanning calorimetry (T-M DS{Z-12]). In this method, polymers (~0.1-03W K~1m™1).

The application of T-M DSC to the martensitic transfor-

* Corresponding author. Tel.; +81 82 424 6558; fax: +81 82 424 0757.  mation of Ti-Ni alloy has been reported bef¢i&,18], but
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the transitions with this new technique. The purpose of this a whole gives the following approximate expression of the
paper is to do quantitative examination of the details of those effective heat capacitﬁ e for power law dependence
two different types of transition kinetics. In the following, we  of Ron AT with an exponenty, [6];

briefly review the method of “periodically modulated driving

force” and report the results of the application to the transition Roc AT’ ®)
kinetics. . —F/B

ACE™ = Cpt — 6
Pt T iwe() ©
2. Analyzing method of “periodically modulated To BT (1)
driving force” with T-M DSC y
x= > (8)
y+1

With T-M DSC, we apply a periodic modulation in tem-
perature with underlying linear heating (cooling) and exam- WhereCp represents the true heat capaciythe underly-
ine the response in heat flow. The response in heat flowing heat flow of transformation kinetics included ¢h and
is expressed as a dynamic heat capacity of complex quan-t the characteristic time which corresponds to the mean time
tity, Zée—ia, and the relationship between temperature, heat required for the completion of transition of domains and

flow, and the dynamic heat capacity is representdd-ak2], hence becomes shorter with faster underlying heating (cool-
. ing) rate because of faster increaseAi. The relationship

T = To+ pt + Re[l €'+ 1) represented by Eq¢5), (7) and (8)indicates thak o« AT

.= s givest o |B|7°°, and the limit ofy — oo corresponding to

Q=0+ Re[Qe( )] ) exponential dependence, log[RyJRx AT, gives to |81

. ., é ) . Therefore, by examining theé dependence of the character-

ACe ™ = AC —inC" = o7 g (€=2) 3 istic time 7, the AT dependence of transition rate can be

@ available.

Here, temperatureT, starts from7p with underlying lin- This information about the temperature dependence of

ear heating (cooling) ofgr and is applied the periodic  transition rate is quite valuable when we analyze the trans-

modulation, T €®'+), with the amplitude,T’, angular fre-  formation kinetics. The dependence is determined by the rate

quency,» = 2r/(period), and phase angle, Then, heat  determining process of transition, and hence the quantitative

flow, Q, is comprised of underlying par@, which is the re- evaluation of the dependence enables us to examine the nature

sponse to the underlying linear heating (cooling) in the case of the transformation. In the case of the first-order phase tran-
of heating (cooling) run, and the response to the periodic sition, we can evaluate the nucleation barrier by this method
temperature modulation with the amplitude, and phase  [16]. In principle, the method is applicable to any transition
angle,s. kinetics if the transition region is wide enough to guarantee
When we apply T-M DSC to transformation kinetics, the the steady response of the transition kinetics on linear heat-
dynamic heat capacity includes the response of the kineticsing (or cooling); the transitions in Ti—-Ni alloy satisfy this
and hence must be treated as an effective heat capacity. If theequirement.
examined system is made up of small domains and the tran-
sition temperature of those domains distributes over a wide
temperature range, as is the case of the transition region of3. Experimental
Ti—Ni alloy, the steady states of the transition kinetics will
be maintained as a whole with the underlying linear heating A DSC 2920 Module controlled with Thermal Analyst
(cooling) which passes through the transition-temperature re-2200 (TA Instruments) was used for all measurements. He-
gion. Therefore, we will be able to see the stationary states lium gas with a flow rate of 40 mL mint was purged through
responding to the periodic modulation in temperature when the cell. Reference pan was removed to avoid introduction of
the temperature modulation is applied to the underlying linear an uncontrollable parameter of the thermal contact between
heating (cooling). the reference pan and the base pja8y.
The analyzing method of “periodically modulated driving The samples are polycrystalline sheets ofNiigg-,,
force” assumes the following rate equation of the kinetics of x >~ 50at.% (TOKIN Corporation). The sample was cold

the untransformed fractior, with the rate coefficientR, worked to have the thickness change from 215 to |2@0

dependent on the degree of supercooling (or superheating)with a rolling mill at room temperature and then annealed
T=|Ty —T], at 120°C above the transition regions. The samples were

directly placed on the sample stage in the DSC cell. The tran-

d¢ " ) . : .

— = —R(AT)¢ 4) sition behaviors on cooling were examined with the underly-

dr ing cooling rate of 0.2—3.2 K min'. Sinusoidal temperature

With continuous distribution of transition temperaturés, modulation was applied with the modulation period in the

the steady response of the transition kinetics of domains asrange of 10—-100 s and the amplitude which satisfies the con-
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dition of cooling only, d7Tgdr < 0; the maximum amplitude  seen. The peak at aroundZBrepresents the transition from
was set at-0.2 K. o the parent phase to the intermediate phase, while the peaks at
In order to determine the effective heat capacditg, e '¢, around 8 and 12C represent the one from the intermediate
from the raw data of heat capacity, an appropriate calibration phase to the martensitic phase. Since the peak profile and its
considering the instrumental time constant is requj&&]. position are susceptible to cold work and thermal treatment
In the present analysis, the magnitude and the phase angldefore the measuremeff3], it is most probable that the
of the heat capacity have been adjusted for the data outsidestress distribution in the sample caused the split of the peak
the transition region. This calibration was justified for the into 8 and 12C. Those two peaks at 8 and 92 did not
melting of polymer crystals with good thermal conductivity show any significant differences in the results of the present
of helium purge gas, and hence will also be applicable to the analysis, and hence we will concentrate on the behavior of the

present sample directly placed on the sample stage.
The condition of steady response of the kinetics were
confirmed by plotting two cycles of Lissajous diagram of

peak at 12C in terms of the transition from the intermediate
phase to the martensitic phase in the following discussion.
InFig. 1, the most distinctive feature will be the difference

the modulated heat flow versus modulated sample temperadin the behaviors of the frequency dispersion (Fig. 1a and b)
ture, which needs to form a closed loop for steady responseand the dependence on the underlying cooling rate (Fig. 1c)

[21,22].

4. Results and discussion

in those two transition regions at around 12 and¢@8Be-
cause of the different behaviors from the same sample, the
difference should not be due to thermal contact or thermal
conductivity in the sample. In the following, we discuss the
details of the frequency dispersion at the respective peak tem-

Fig. 1 represents the dependences of the effective heatperatures of 12 and 2&.

capacity on the applied modulation frequency (Fig. 1a and b)
and on the underlying cooling rate (Fig. 1¢) in the transition
regions of Ti—Ni alloy. InFig. 1, basically three peaks are
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Fig. 1. Effective heat capacity of complex quantity in the transition region of
Ti—Ni alloy on cooling. In (a) and (b), the magnitude and the phase angle of
the complex heat capacity are shown, respectively, wjth= 1.6 K min~!

and the modulation periods of 10, 13, 17, 22, 28, 36, 47, 60, 78 and 100s.
In (a), thick line represents the underlying heat flow which is converted into
heat capacity in the plot- Q/ﬁ. In (c), the magnitude is shown with fixed
modulation period of 78 s at different underlying cooling rates gf= 0.2,
0.4,0.8, 1.6 Kmin,

4.1. Transition from the intermediate phase to the
martensitic phase

The behavioris examined atthe peak temperature ©€12
and the frequency dispersion of the plots are shoviidn2,
as the plots of the real and imaginary parts against frequency
(Fig. 2aand b) and in the Cole—Cole plot (Fig. 2c). The Cole—
Cole plot shown irFig. 2c is close to hemicycle and indicates
that the frequency dispersion is roughly approximated by the
frequency response function of Debye’s type, and the plots
in Fig. 2a and b shows the systematic shift of the frequency
dependence with underlying cooling ragej.e. shorter char-
acteristic timer with fasterg supporting the applicability of
the analysis described in the above.

Fromthe frequency dispersion, we evaluategt applying
the following approximate form of the response function of
Debye’s type of Eq(6) for wt > 1,
ZA—VC// ~ F

T 2nfr

x (period) 9)
whereF is determined from the peak height of the underly-
ing heat flow,Q, which is shown irFig. 1a as -9/B. Fig.

3 represents the dependence on the modulation period of the
imaginary partEE‘”, shown inFig. 2b. From the slope of the
linear fitting, the characteristic time at the respective under-
lying cooling rates has been determined with &).

Fig. 4represents the dependence on the underlying cooling
rate of the characteristic time. The poweris close to 1 and
this result indicates that the7T dependence of the transition
rate is exponentialy = oo in Egs.(5), (7) and (8). This de-
pendence is consistent with nucleation-controlled transition
expected for this transition from the intermediate phase to the
martensitic phase. For the further investigation of the nature
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Fig. 4. Logarithmic plots of the characteristic times of transitions aC1@:

o)and 28°C (r1: Jandz,: A). The characteristic time at 22 is determined
on the basis of Eq9) and the times at 28C are in Eq(10). The slopes of
the fitting lines are 1.04 (o) and 0.61 (A).
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of this transition, e.g. nucleation barrier, we must determine
the transition (peak) temperatuiEs], which is unavailable
with this system because of non-reversible transition behav-
- iors on cooling and heating.

Here, it is needed to mention that the Cole—Cole plot
shown inFig. 2 deviates from the hemicycle expected from
Debye’s type in a systematic manner. Similar deviation oc-
curred in polymeric systems, and two possible mechanisms of
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the deviation have been proposed: (1) finite response time of
the rate coefficienR, to the temperature modulatif#] and

(2) the modulation of the distribution of transition tempera-
tures caused by the temperature moduldgti@j. The second

Fig. 2. Dependences on the modulation frequency of (a) the real and (b) process is related with ‘_"m annealing effect on the t'ranS|t|on
the imaginary parts of the effective heat capacity at the peak temperature oftemperatures of crystallites, and hence can be confirmed ex-

12°C on cooling at the rates ef 8 = 3.2 (0), 1.6 (2), 0.8 (O), 0.4 (V), and
0.2Kmin1 (¢). In (c), Cole—Cole plot of the real and imaginary parts is
represented. The solid lines represent the fitting by the frequency respons

function of Debye’s type represented as ).

perimentally.Fig. 5shows the effect of the annealing on the
course of linear cooling in the transition region. The shift of
he transition temperature to low temperature is clearly seen
as the sharp peak only for the transition from the intermediate
phase to the martensitic phase after the annealing a£10
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Fig. 3. The dependence on the modulation period of the imaginary part of Fig. 5. Heat flow after annealing at 30 (thick broken line) and@@thick

the effective heat capacity shownhig. 2b. The meanings of the symbols
are the same as kig. 2b.

solid line) for 60 min on the way of linear cooling at 1 K mih Thin line
represents the result without annealing at the same cooling rate.
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Therefore, the deviation will be explained by the modulation 50

modulation. (a)

40 longer 1,
4.2. Transition from the parent phase to the intermediate 5

phase

The frequency dispersion at the peak temperature 6€28
is shown inFig. 6as the plots similar t&ig. 2. The frequency
dependence shown kig. 6is quite different from that of the
transition at 12C in Fig. 2. The differences are characterized
by the systematic decrease of the peak in the imaginary part
and flattening of the hemicycle of the Cole—Cole plot with
slower underlying cooling rate, as shownhig. 6b and c,
respectively. In order to explain the systematic change in the
frequency dependence for different underlying cooling rate,
we think of the superposition of two independent frequency
response functions with different dependences of the charac-
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Fig. 7. Plots of the expected dependence on modulation frequency of (a)
the real and (b) the imaginary parts of the effective heat capacity on the
basis of Eq(10)with Cop = 20mJK™, A7 = 10mJIK ™, A, = 20mJIK 1,

1 =1s, andrp =1, 2, 4, 8, 16, 32, and 64 s. Cole—Cole plot is shown in
(c).
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teristic times on the underlying cooling rate, as follows,
A1 n Ao
l+iwty 1+ iwt(B)

whereCy, A1, andA; are constants. If onhy, is dependent on
15 F ' ' ' ' ' - B, acrossover of the frequency dependence gifexpected
as seen in the plots shownfiig. 7. The fitting curves ifrig.
6 are drawn with the expression of H4.0); the best fitting
N was obtained withr; fixed at 0.6 s (O) and> (A) shown in
Fig. 4.
The powerx, of the gdependence of, shown inFig. 4
is close to 0.5 and indicates linear dependenca @rof the
transition ratey = 1in Eqs(5), (7) and (8). This dependence
is consistent with the nature of this transition which is almost
% reversible with negligible nucleation barrier.
In terms of the component with constant characteristic
time, t1, the modeling of the transition kinetics with B¢,
_ , indicates the transition rate being independent of supercool-
Fig. 6. Dependences on the modulation frequency of (a) the real and (b) . . . .
the imaginary parts of the effective heat capacity at the peak temperature of'ng’ I.e.x = y =01in Eqs‘(5)‘ (7) and (8)’ which _S_hOUId be
28°C on cooling at the rates 6ff = 3.2 (o), 1.6 (A), 0.8 (1), 0.4 (v), and characteristic of the second-order phase transition. The de-
0.2K min1 (). Cole—Cole plot is shown in (c). tailed examination of the transition from the parent phase to

ACe™™ =Co+ (10)

1

1t

AC /m) K~
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the intermediate phase inspNis7Fes alloy [25,26] has in- As shown inFig. 4, the shortest characteristic time ()
dicated that the transition is composed of two independentis the constant one and the second one (A)isc 8~ %°.
transitions occurring successively: transitions from the par- Both of them are observed at the transition from the parent
ent phase to an incommensurate phase and from the incomphase to the intermediate phase, while the longest charac-
mensurate phase to the commensurate (rhombohedral) phasgeristic time () is with 71 o« f~1 observed at the transition
The transition to the incommensurate phase is supposed tdrom the intermediate phase to the martensitic phase. From
be second order, and hence the characteristic timenay their 8 dependences, it is concluded that the shorter char-
be assigned to this transition. If that is the case, the frequencyacteristic times are with negligible nucleation barrier, while
dispersion withr; andt, means the second-order phase tran- the longest one is with appreciable nucleation barrier. There-
sition from the parent phase to the incommensurate phasefore, the length of the characteristic times follows the order
and the first-order phase transition from the incommensurateexpected from the barrier height of respective transitions.
phase to the commensurate phase with negligible nucleation Finally, it is noted that the fitting with Eq10) shown in
barrier, respectively. In terms of the temperature region of Fig. 7 also indicates the decreaselp + A1 + A» at lower
those transitions, with the shorter characteristic timejof  underlying cooling rate. This change cannot be explained if
in comparison withry, the frequency dispersion shown in the strengthA; andA,, are constants. If one of the rate co-
Fig. 1b indicates that the second-order phase transition cor-efficients corresponding td; or A, requires finite response
responding ta; can be distinguished as a small peak (thick time tothe temperature modulation, the change in the strength
arrow inFig. 1b) with weaker frequency dependence within can be expectd@4]. If the characteristic time of the response
the peak around 2&. The appearance of this transition atthe becomes longer with slower underlying cooling ratewe
higher temperature part of the peak around@&grees with can expect smaller strength af, or A, for slower 8. The

the order of the phase transitions on cooling: the second-ordemeaning of this behavior is not clear.

phase transition from the parent phase to the incommensu-

rate phase and then the first-order phase transition from the

incommensurate phase to the commensurate phase. 5. Conclusion
On the other hand, recent reports suggest that the transi-
tion in TisgNiggAl2 [27], TisgNiggFex [28] and Tig 3Nisg 7 “Periodically modulated driving force” with T-M DSC is

[29] alloys occurs from the parent phase directly to the com- applied to the transition kinetics of solid—solid transitions
mensurate phag@7], and the incommensurate phase exists of parent—intermediate phases and intermediate—martensitic
in the parent phase in a wide temperature rd28e29]. If it phases in TiNi1go_x, x >~ 50 at.%. The present results con-

is the case, the above interpretation of the constant characfirm that the frequency dispersion obtained by T-M DSC can-
teristic time,r1, cannot be accepted and we need to consider not be due to thermal contact or thermal conductivity in the
other possibilities. The modeling with E¢4) assumes the  sample because quite different responses of the kinetics have
system composed of small crystallites, and each domain ofbeen observed for the transitions in the same sample with
crystallite is assumed to have a definite transition tempera- relatively good thermal conductivity.

ture, while the transition temperature distributes over awide By the periodically modulated driving force applied with
range for different domains. For the solid—solid transition in T-M DSC, the nature of the transition kinetics is examined
the Ti—Ni alloy, we will be able to think of another possibility  in terms of the response to the modulation in supercooling
of continuous distribution of transition temperature in each (temperature) appearing in the dependence of the effective
domain due to complex stress field around the domain con- heat capacity of complex quantity on the applied frequency
sidered. In this case (ségpendix A), the powery, of the and on the underlying linear cooling rage,

B dependence of is determined by thé& T dependence of Concerned with the transition of intermediate—martensitic
the propagation velocity, of the transition interface in each  phases, thg dependence of the characteristic time of the ki-
domain, and the relation is expressed as, netics, 7, was close ta o ||~1, which indicates an expo-

i nential dependence oRT of the rate coefficient and hence
v AT (1) nucleation controlled kinetics of this transition. This result is
o Bl (12) consistent Wit.h the common understanding.of this transition

known to be first-order with strong hysteresis.

Thereforex = 0 of r1 indicates linear dependence £11) On the other hand, in the transition region from the parent

on AT of the propagation velocity. This dependence, as well phase to the intermediate phase, the frequency dependence
as similar dependence of the rate coefficient indicatethpy  cannot be expressed by a single dispersion but as a superpo-
will be consistent with the nature of this transition of the first sition of two different dispersions with, independent o

order with negligible nucleation barrier. If it is the case, the andr o |8|~%°. The dependence o5 indicates the rate co-
present result of the mixed frequency dispersion means theefficientin proportion toAT and is consistent with the nature
mixture of domains having definite transition temperatures of this transition which is supposed to be almost reversible
and having the distribution of transition temperature inside with negligible hysteresis. For the frequency dispersion with
the domains. 71 independent of, two possibilities have been proposed:
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(1) the second-order phase transition or (2) the propagationsponse is expressed as,

velocity of the interface in proportion ta7T with contin-

uous distribution of transition temperature in each domain. ¢ ~ ¢, —
The former case corresponds to the successive occurrence
of the second-order phase transition from the parent phase
to the incommensurate phase and the first-order phase tranz =
sition from the incommensurate phase to the commensurate

phase, which has been proposed by Hwang ef2&l.26].

/b
1+iwt (A-4)
|‘B|—l+1/n
(@) ")

Heat flow,F, created by the transition kinetics will be given

On the other hand, the second case corresponds to the direcis,

transformation of the first order from the parent phase to the

intermediate phase with continuous distribution of transition
temperature in each domdia7-29]. Although the distinc-
tion between those cases needs further investigations on th

details of the transition kinetics, it should be emphasized that

the application of T-M DSC enables us to examine those
complex behaviors of transformation kinetics.
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Appendix A

We examine the case of continuous distribution of tran-
sition temperature in a one-dimensional single domain with
a unit width; the geometry will also model the propagation
of the interface of two- or three-dimensional domain if the
variation in transition temperature along the interface is small
enough and the curvature is small enough.

We assume the propagation velocity of the transition in-
terface,v, dependent o\ 7, as follows,

v=1{0=aAT" (A1)

where{ represents the position of the interface, anand

a are constants. We consider the transition on cooling and

F = Fg+ F, T = tAh (A.6)
T

with the transition enthalpy per unit voluméy. The re-
%ponse to the temperature modulatiéh " €', determines
the kinetic componentin the effective heat capacity expressed

as[6],

— i Ah/b

ACeE" =Cp+ —F,=Cp+ ——— A7
p+a) T pt 1+iwt (A7)
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