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ABSTRACT 

The apphcabthty of the Arrhcruus model for thermogravtmetnc curves of non-Isothermal hctcrogc- 
neous thermal reactions was mvestlgated The TG curves have been stmulated wtth selected E. A and II 

values and thclr parameter tnplets have been estimated by the method of total cnumeratton It was found 

that a smali change m the simulated curve caused a considerable change m the parameter tnp!ets. I c the 

parameter esttmation problem IS Ill-condtttoned. Examinatton of the measured TG curves shows that the 
goodness of esttmatton conttnucs decreasmg because, tn thts case, the TG curves are deformed by the 
expenmental condtttons and by the measurement error. Consequently. the authors deem the Arrhenms 

model madequate for the calculatton of kmctx parameters from non-Isothermal thermograwmetnc 
curves 

INTRODUCTION 

For about two decades researchers have been trying to develop a calculation 
method which would be suitable for computing reaction kinetic parameters from 

thermoanalytical curves on the basis of the Arrhenius model [I]. However, there are 

many observations which show that this kind of calculation cannot lead to a correct 
result [2]. So, we pointed out earlier that the course of thermoanalytical curves is 
characteristic of the experimental conditions rather than of the thermal reaction 
itself [2-41. Recently, we also showed that this kind of calculation cannot be 

performed on the basis of the Arrhenius model because its parameters can be 

estimated only with very great errors [1,5,6]. The practical significance of the 
reaction-kinetic interpretation of thermal processes induced us to examine a suitable 
way of demonstrating numerically the uncertainty of the above-mentioned calcula- 

tion of kinetic parameters. In our present paper we wish to report on the results of 

our research. 
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PARAMETER ESTIMATION OF SIMULATED CURVElS WITH TOTAL ENUMERATION 

With the help of our examinations, we wanted first to determine how the selection 
of the examined parameter values and the density of the examined lattice points 
would mfluence the goodness of the parameter estimation using total enumeration 
(see Appendix. Sect. 5). 

In order to have at our disposal all the results which were calculated with every 
one of the possible parameter combinauons, we selected total enumeration as an 
optimization method. The magnitude of the parameters was changed one by one in 
small steps by computer, to form a three-dimensional fme lattice for the total 
enumeration. 

The work was performed as follows. A simulated curve was prepared with the 
parameter tnplet (E= 160 kJ mole-‘, n = 1.1. A = 1014) actually occurring in 
practice. Thereafter, using the discrete data of this curve, where the number of 
discrete points was N = 91, the extent to which the curves belonging to the lattice 
points approached the simulated curve was examined. 

The examined values of the parameters of the simulated curve were selected in the 
domain examined with total enumeration rn such a way that the value of the 
parameter triplet of the simulated curve fell in the centre of one of the elementary 
cells of the parameter value lattice. 

The computer changed the value of the parameters by the steps AE = 0.4 kJ 
mole-‘, An =O.l, and AlogA = 0.125. As can be seen frolm these steps, the com- 
puter scanned with an appropriate “fineness” the interval in question. 

Despite this, as Table 1 proves, the parameters could not be estimated with 
sufftctent accuracy. In Table 1, the parameter values and the average of the squares 
of the deviations belonging to some examined points of the domain are demon- 
strated. As can be seen, the “best” average of squares of deviations (point 7) and the 
second best (point 9) are nearly equal, while the deviation of their parameters IS 

II I: -I Sum of the 

squnrcs 

Temp 
dlfkrencc 

(K) 

1 06 31 05 0237x 10” 0 2996 1 46 
-I 07 34 15 0422x 10” 0.1931 0 95 

3 09 35 95 0 237 x 10’3 0 13’9 065 

4 09 37 25 0 749X lOI 0 1270 062 

5 09 38 45 0 237x lOlJ 0 IS63 0 77 

6 IO 39.75 0 749x 10’4 0 1210 0 59 

7 10 40 35 0 133x 10’5 00714 0 3.5 

8 12 40 85 0 237X lOI 0 1382 068 

9 12 42 15 0 749x 10’5 0 0829 041 

10 12 43.45 0 237X lOI6 0.1184 058 

11 1.3 45 25 0.133 x IO” 0.1518 0 74 

12 14 47 75 0 133x 10’8 0 1991 0 97 
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significant. It is also worth noting that between the parameters of similarly ap- 
proaching curves (e.g. curves 4,6 and 10) there are very large differences. 

As the data summarized in Table 1 show, no kind of regularity between the 
parameters which could eventually make easier the search for an optimum, or could 
serve with directives in this respect can be recognized. 

In order to make perceptible the magnitude of the average of squares of 
deviations, they are converted into temperature difference in the last column. This 
conversion was performed by stating that the shifting of the two simulated curves by 
a temperature difference of 1.5 K results in a value of 0.306 for the average of 
squares of deviations, and so the deviation squares in Kelvm usmg this ratlo are 
given. 

We also examined in what sense the goodness of estimation would change If the 
magnitude of the lattice used at the total enumeration were reduced to one tenth, i.e. 
the step intervals to AE = 0.04 kJ mole-‘, AN = 0.01, and AlogA = 0.0125. 

On the basis of calculations, we could state that although the width of the 
confidence domain decreased with about one order of magnitude, the length of Its 
axis decreased only to about half, which means that with refinement of the step 
magnitude the goodness of estimation did not proportionately increase. 

In contrast with that described earlier, the situation fundamentally changes if the 
lattice points of the total enumeration are selected in such a way that the parameter 
triplet of one of the lattice points of the lattice should be absolutely identical with 
the parameter values of the simulated curve. In tl-us case, we precisely regained the 
original parameter triplet or, in other words, the average of squares of deviations of 
the simulated curve and the best fitting curve became practically zero. 

From the above, it follows that if we regard the theoretical Arrhenius curve as the 
measured TG curve, the real parameters of the calculated TG curve can be estimated 
by the computer with great probabihty only with errors, even in the case of very fine 
step intervals. 

THE CONFIDENCE REGION OF PARAMETERS IN THE CASE OF SIMULATED CURVES 

Approaching the problems of practical calculations, we also examined the ques- 
tion of what would be the situation if, with a shift of t 1.5 K we were to mark out 
an uncertainty band to a simulated curve, what parameter triplets would describe the 
curves belonging to this band limited by the two envelope curves. We purposely 
defined the width of this band narrower than the real uncertainty domain of 
thermogravimetric curves, ta!&g into account that, in practice, we have to account 
for a greater error. 

First, by using six different parameter triplets, we prepared six simulated curves. 
By means of a computer, we searched, in all the six cases, the minimum and 
maximum values of the parameters of the sufficiently well-fitting curves, I.e. those 
situated within the t 1.5 K uncertainty band. 

The results of this calculation are summarized in Table 2. The values of the six 



70 

TABLE Z 

The minimum and maximum \&es of TG tune parameters ftttmg ~anou~ refcrcnoc TCi curvc~ 

Pnramctcrs Mmlmum Stmulatcd Mavlnwm 
vatuca 

I A (SW-‘) IO6 IO7 IO” 

E (kJ molt - ’ ) 131 146 223 

I1 0 0 OX 

2 .-1 (scc-1) 106 IO’ IO” 

C(hJ molt-‘) 132 146 224 

II 06 I 1 IX 

.: J (WC_‘) IO’ 10” 10’4 

I- (kJ molt-‘) 776 251 370 

I1 0 0 04 

1 .! (xc - ’ ) IOh IO’ 10” 

C(hJ molt-‘) 103 251 369 

I1 OX I I IX 

5 J (ax-‘) 10’: 10’4 10ih 

E (bJ molt -‘) 150 167 209 

I1 0 0 05 

6 -I (XC - ’ ) 10” IO’J 1020 

E(hJ molt-‘) 136 167 230 

II 06 I I 14 

parameter tnplets, with the help of wluch the base curves were simulated, are also 
given. The third and fifth columns of Table 2 contain the minimum and the 
maximum values of the parameters, respectively. 

As the above numerical data also prove, the fluctuations m the values of the 
parameter tnplets are very large despite the narrow (-t 1.5 K) uncertainty domain 

! Confidence regton bclongmg to the parameters of a given baa curve 
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applied. Thereafter, for curve 6 (in Table 2) simulated with the parameter triplet 
E= 167 kJ mole-‘, n = 1.1, and_4 = 1014, we collected by means of the computer 
the parameter triplets of all the curves which fitted better than the two envelope 
curves shifted by -t 1.5 K. Figure 1 illustrates the stereoscopic picture of the conft- 
dence region in the parameter space. Figure 2 illustrates the same confidence region 
as Fig. 1, but from another aspect (the order of the coordinates was changed). 

Every parameter triplet which is an element of tins domain should principally be 
regarded as a “well’‘-estimated value, since the curves simulated with their help are 
all situated in the * 1.5 K uncertainty domain. However, Fig. 2 proves that this 
deviation in the data of the curve already causes an inadmissible large fluctuation m 
the estimated values of the parameters. For example, the points A = lo”, E = 130, 
n = 0.5, and A = 10i7, E = 200, n = 1.25 are in this region. 

These results supported in every respect our earlier statements, viz. that the 
application of the Arrhenius model leads to an ill-conditioned parameter estimatton 
problem [1,5,6]. In practice, thts means that, even by ensuring the strictest conditions 
regarding the accuracy of thermoanalytical measurements attainable at present, the 
fluctuation in the value of the estimated parameter triplet ~111 be very large. 

There is an often applied practice with thermoanalysts that, in the course of 
kinetic calculations, they put restrictions on one of the values of the three parame- 
ters, they assume it to be, constant, or take it into constraints, or even totally neglect 
it. Thts is carried out by the transformation of the original problem with three 
variables into a problem with two variables. These modifications and transforma- 
tions of the ongmal Arrhenius model are not permissible. However, to neither of the 
three parameters of the Arrhenius model can a superior or an mferior role be 
attributed since, as can be seen from Figs. 1 and 2, they are all in strong correlation 
with one another. Consequently, we do not consider the transformation of the 
Arrhenms model in the above-mentioned sense to be admissible. 

15n 

Fig 2 The confidence region demonstrated m Fig 1 from an altematrve aspect 
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Furthermore, even this manipulation cannot lead to accurate”tesults. As an 
exampIe let us take the case demonstrated by Fig. lc. Here, for example, we 
obtained the two-dimensional confidence domain by supposing that the reaction 
order is n = 1.05 and we fured this. In this case. the supposition corresponded with 
reality. since at the simulation of the base curve we selected as reaction order 
N = 1.05. From the figure it can be seen that, despite the fixing of the reaction order, 
the values of the two parameters remamed uncertain. From the two-dimensional side 
pictures of the mentioned figures. it transpires that even if we could accurately 
determine the value of one of the three parameters and were to use for our 
calculations a model with two unknowns, by elimination of the third dimension, the 
uncertainty would decrease but not disappear. 

Besides the fixing of the reaction order, let us investigate, on the basis of Fig. 1, in 
what way the values obtained with various calculation methods would become 
situated in the confidence region. Let us take two different kinds of calculation 
method used in practice. According to the two various calculation procedures, the 
path of estimations is shown by lines u-v-z and x-w-y, respectively, while the 
resulting parameters are gtven by the values A,, E, and A,, E,, respectively. Within 
the confidence region in question. by means of another calculation method, further 
pairs of values similarly best approaching the data of the simulated basis curve, can 
also be found. Accordmgly, the estimated values are “fixed” m the confidence 
domain only by the calculation method apphed. It is pomted out. as a reasonable 
consequence of the above facts. that the estrmation can only lose its goodness if the 
fixed value of the reaction order differs from the real one (e.g. Ftg. 1 a,b,d). 

THE CONFIDENCE REGION OF PARAMETERS IN THE CASE OF MEASURED TG CURVES 

In order to better approach the practice of kinetic calculations, further mvestiga- 
tions have been performed with measured TG curves. The courses of the curves 
have, however, still been regarded as ideal, characteristic solely of the chemical 
reaction, 

On the one hand, the influence of the characteristics of reaction upon the 
goodness of estimation was examined. Therefore the sublimation and simultaneous 
dissociation processes of ammonium chloride, the dehydration of calcium hydroxide 
leading to equilibrium, and the decomposition of anhydrous calcium oxalate leading 
to non-equihbrium have been chosen as model experiments. 

On the other hand, mformation has also been sought regarding how the changes 
of physical conditions of measurement influence the goodness of estimation of 
parameters. This is why sample holders of four different forms were applied to the 
thermogravimetric examinations, making possible variation of the partial pressure of 
gaseous decomposition products within wide limits (p = l-0.01 bar) in the vicinity 
of the s<ample [7]. So, in common with other researchers who performed kinetic 
calculations on the basis of conventiontij recorded TG curves, as an approxima- 
tion, we did not consider the influence on experimental conditions of the partial 
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pressure of gaseous products, as well as its effect on the reactlon equihbnum. 
An uncertainty band of temperature difference ,t2.0 K was marked on the TG 

curves measured and parameter tnplets of curves Iying within this domain were 
sought. Based on the data collected by the computer, Figs. 3-5 have been designed 
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Fig. 4. The confidence regions of the TG curve parameters for Ca(OH12. 
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to demonstrate schematically the change of confidence region of parameters A, E 
and n of the Arrhenius equation in cases where either the type of reaction or the type 
of sample holder has changed. 

Considering the data contained in Fogs. 3-5, It can be established that, in the case 
of the measured TG curves, the parameters of the Arrhenms model can be estimated 
only with great error, which IS practically unacceptable. Comparing the extension of 
the confidence region obtained by the measured (Figs. 3-5) and simulated (Figs. 1 
and 2) TG cuNes, it can be concluded that, In the case of measured curves, the 
unccrttinty of estimation is consrderably greater than m the case of simulated 
curves. 

EXPERIMENTAL FACTORS INFLUENCING THE TG CURVES 

In the case of non-isothermal thermoanalytrcal curves, reaction kinetic cakula- 
tions based on the Arrhemus model involve a further problem in additron to the 
uncertainty of parameter estrmation. Namely. it can be proved [1,7] that under 
conventional conditions of thermoanalytrcal exammation, the course of reactions 
leading to equihbnum taking place between the solid and gas phase is directed first 
of all by various heat and gas transport processes depending on the applied 
experimental condrtions (shape and size of sample holder, gram size, sample amount, 
compactness of sample. rate of heatmg. ventilation of furnace, etc.). Thus, according 
to practrcal observations, the course of thermoanalytical curves is characteristic of 
the experimental condttions rather than of the reaction itself [1,7]. 
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Fig 6 The cffcct of different evpcnmental condmon5 on the thcmmograwmctn~ cunc.\ of NH,CI. 
Ca(OHj2 and Ca(COO), 

This is proved by Fig. 6, showing the thermogravimetric curves of the decomposi- 
tion of ammonium chloride (a) calcium hydroxide (b) and calcium oxalate (c) made 
in open (curve 1) and labyrinth (curves 2 and 3) crucibles, with a dynamic heating 
program (curves I and 2) and quasi-isothermal quasi-isobaric measuring technique 
(1,7] (curve 3). Significant differences can be found among the courses of curves for 
which the differing experimental conditions are exclusively responsible. 

Curves 1 were recorded in an open crucibIe, and consequently the partial pres- 
sure, as well as the decomposition temperature of the gaseous decompositton 
products, changed in an uncontrollable way dunng the whole transformation. The 
course of the curves was directed partly by gas transport and the actual condnions 
(e.g. compactness of sample) influencing it, and partly by the heat transport. In the 
case of dynamic heating, the sample having poor thermal conductivity is unable to 
take up instantaneously the heat necessary for its change. This has also contributed 
to the wide temperature knit of the course of curves 1. 

In the case of curves 2, the course was influenced only by the slow heat transport 
due to the labyrinth crucible used. Namely, in this crucible, the partial pressure of 
the gaseous decomposition products reached atmospheric pressure early in the 



course of transformation and remained constant. So, in this case. retardation of 
transformation can be explained simply by slow heat uptake. 

The course of curves 3 recorded by quasi-isothermal quasi-isobaric measuring 
techmque was influenced neither by heat, nor by gas transport, so the transforma- 
tion took place at a well-defined constant temperature (quasi-isothermal). The use of 
a Iabyrinth crucible eliminates a change in the partial pressure of the gaseous 
decomposition products (quasi-isobar); the use of a quasi-Isothermal heating tech- 
nique [7] helps to eliminate the deformation effect of slow heat transport. The special 
heatmg mechanism built into the derivatograph ensures that the transformation 
takes place at a strictly constant rate. two orders of magmtude lower than the 
conventronal one. It is to be noted that curve 3 of Ftg. 6(c) does not show a constant 
decomposition temperature because the rate of decompositron is also dependent on 
the concentration [7]. 

A remarkable secondary proof in favour of the significant influence of the change 
in concentration of the gaseous decomposition products upon the decomposition 
process is the decomposition of calcium oxalate. This process leads to non-equihbrium 
[Fig. 6(c)] and took place both in open (curve 1) and labyrinth (curve2) crucibles m 
a stmtlar way and depended solely on the heat transport. 

A consequence of the above facts is that, in the case of reactions takmg place 
between solid and gas phases, the expenmental condltrons indirectly and the heat 
and gas transport processes duectly influence the reaction to such an extent that all 
mformatton regardmg the reaction itself is masked. So, the course of TG curves is 
characterrstic rather of the expenmental conditrons. 

Based on the above facts. It can be concluded that the change m expenmental 
conditions may cause a drastic change in the TG curves, e.g. even to a shrft of 
50- 100 K on the temperature axts. which also makes parameter estimation rllusory. 

Accordmg to expenence, when using the same Instrument for recording the TG 
curves under stmllar conditions, the courses show only small differences. Uncer- 
tainty of reproducibility usually causes no problem rf the curve IS prepared for the 
purpose of qualitative or quantltatlve analysis or for discovering the thermal 
characteristics of the sample. However, a similar difference in the course of the curve 
makes thz kinettc calculations Impossible. 

From the facts mentioned earlier, It 1s also clear that all attempts at standardtza- 
tton aimmg to Improve the rehabtlity of k;netlc calculations are in V~UI. The most 
detvled internatronal standardrzation of expenmental condttions would be useless 
since, although reproducibrhty would be improved, as regards the kinetic calcula- 
tions. the errors belonging to the given condxtions would only be fixed and not 
eliminated. 

CONCLUSIONS 

The parameters of the Arrhenius model can be estimated only with a quite large 
error, even in the case of srmulated thermogravrmetric curves, since the parameters 
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are dependent on each other and their joint confidence region is stretched. This 
uncertainty of parameter estimation further increases in the case of measured 
thermogravimetric curves. At the same time, however, in the case of heterogeneous 
reactions, the course of thermogravimetric curves is primarily influenced by the 
experimental conditrons and not the reaction itself. Therefore, a change in experi- 
mental factors makes the interpretation of the estimated parameters impossible. 
Based on the above consideration, in the case of non-isotherma thermogravimetric 
curves for heterogeneous reactions, the Arrhenius model can be applied neither as an 
empincal nor as a theoretical model. 

APPENDIX 

I. Process being exammed 

The applicability of the Arrhenius model was examined on thermogravimetric 
curves of heterogeneous (solid-gas) thermal reactions 
and takmg place under the influence of a dynamic 
process examined is as follows 

Experimental 
conditions 

& 

accompanied by weight change 
(linear) heating program. The 

Dynamic heating program -+ thermal 

I 
+TG 

process 

7 Arrhenius model _. 

The so-called Arrhemus model describing the kinetics of heterogeneous, non- 
isothermal reactions demonstrates the progress of the reaction as follows 

y=Aexp[-E/RT(r)][l -a(t)]” (1) 

where A = pre-exponential factor (nun-‘), E = activation energy (kJ mole-‘), n = 

order of reaction (dimensionless value), T= absolute temperature (K), t = time 
@W, R = universal gas constant (kJ mole-’ K-‘) and (Y = reaction coordmate 
(dimensionless value). 

In the case of reactions accompanied by weight change, the reaction coordinate (Y 
is 

a= m0 -mt 
m, - m, 

where HZ,, m,, m, are the masses at the beginning, at time 1. and at the end. 
respectively. 
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Using a linear heating program, the temperature depends on time according to 

T(t) = TO + Gr 

where T = initial temperature (K) and 
G = rate of heating (K min- ‘). 

Undes certain conditions, instead of time temperature can be regarded as the 
independent variable in eqn. (1) and thus the following equation is obtained 

da(T) 
dT 

=A exp(-EE/RT)[I -4(T)]” 

According to the earlier interpretation, the solutions a(t), or a(T) gained by 
integratmg the differential eqn. (1) or (2), respectively are considered as “theoretical” 
TG curves. 

3. “Good” modei of plzysxo-chemical processes 

A mathematical model descnbmg some kind of physic*chemical process can be 
regarded as a “good” one if it meets the following requirements: (a) the parameters 
of the model should have a well-defined physico-chemical meaning (b) there should 

be a one-to-one correspondence between the measured curve and the parameters 
estimated from the measured curve. 

If only condition (b) is fulfilled, then the model is a good empirical one. 

4. Measure of devratron of calculaled and measured cumes 

If it can be supposed that the Arrhenius model is an adequate model of the 
process examined, then the solution curve, the so-called theoretical TG curve of the 
model, is the adequate model of the TG curve belonging to a given process. Several 
measures can be applied for char L:&erizing the deviation between the measured and 
the theoretical, the so-called calculated TG cume, belonging to a given fixed 
parameter triplet A, E, n. 

The discrete form of continuous TG curves has been used in our examinations. 
The deviation of curves has been evaluated by the average of squares of deviations 
S, i.e. by 

S(AE,n) = 2 $[TG&,,,,,d -TG~=lculnted(A,E,n)12 
I=1 

where index i represents the ith point of the discrete curve, I = 1,. . .N. 

5. Parameter estimation 

(3) 

The purpose of the kinetic calculations is the estimation of parameters A, E and n 
contained in model (l), or (2). Estimation of parameters of differential equations can 
be done h two ways: either by the differential or the integral methods. In our case, 
we appIied the integration method, i.e. the solution of the Arrhenius model has been 
used for the calculation of the TG curve. 
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Fig 7 Logical structure of paramwcr cstlmatlon 

Estimation of parameters of a gtven model means the optimtzation of parameter 
values accordmg to the measure of deviatron between the calculated and measured 
curves. Logical structure of parameter estimation is shown in Fig. 7. 

For the optimization of the minimum of the deviatton measure, the so-called 
“least-squares method”, has been apphed, I.e. 

min S(A,E,n) 
A,E.n (4) 

The above optimrzation problem can be solved in various ways; in the course of our 
examinations, the so-called total enumeratton was used. The principie of this method 
lies in the determination of the average of squares of deviations for all possible 
parameter combinations and then from among them the optimal one is chosen. 

6. Goodness of model flttmg 

Since the measured results always involve errors, they can be regarded as 
stochastrc variables, as can the estimated parameters, fluctuatmg at random depend- 
mg on the measunng results. In addition to giving the esttmated parameter values, 
the goodness of model fit and parameter estimatton should also be somehow 
characterized. 

For the characterization of model fit, the optimum value of the average of squares 
of deviations can be used, i.e. 

minS(A,E,n)=S(A,k,A) 
A,E,n (5) 

which is a measure of the deviation between the calculated and measured TG curves 
encountered even when choosing the “best” parameter values. The model fit can be 
called “good” if this optimum value of the average of squares of deviations is 
“amall”. 
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7. Goodness of parameter esttmatron 

In addition to model fit, the goodness of parameter estimation can be char- 
acterized by, on the one hand, how a little fluctuation in the measured values 

changes the average of squares of deviations, and on the other, by how a great 
change is caused in the estimated parameter values by a small fluctuation in the 
average of squares of deviations, or inversely how the small fluctuation of parame- 
ters changes the average value of squares of deviations. The parameter estimation is 
regarded as good if the fluctuation of measured data (through that of squares of 

deviations) influences the estimated parameter data only to a small extent. 
Goodness of parameter estimation can be characterized mathematically in several 

ways. In our present work, the effect of changing the TG curve and parameter values 
upon the value of average of squares of deviations is investigated_ 

8 Confidewe regron Gf parameters 

The Joint confidence region of parameters is defined as that region of space of 
parameters A,E, and n whxh contains all the parameter triplets of those TG curves 
calculated from them which do not deviate from the given reference (measured) TG 
curve by more than a grven average value of the squares of deviatrons. The 
confidence region is linuted by the minimum and maximum elements of parameter 
values belonging to the given goodness of fit. Any parameter triplet lying withm 
these confidence limits can be considered as a parameter estrmatron of the measured 
curve being wrthin the grven goodness of fit. 

9 Covelatron of parameters 

The shape of the confidence regron allows some conclusions to be drawn 
concermng the correlation of parameters. The more stretched the shape of this 
hyper-ellipsoid region, the stronger the correlation among the parameters and the 
stronger the correlation among the parameters, the more ill-conditioned the problem 
of parameter estimation. 
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