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bstract

Reagents may improve crease recovery (CR) in fabrics woven from celluosic fibres by forming cross-links between cellulose chains. For linen
mprovements in CR performance are accompanied by a decline in resistance to abrasion (AR) producing a detrimental effect on competitiveness.
onventional measurements of CR and AR are inefficient, require controlled environment and provide no chemical or structural information on
he effect or efficiency of the treatments. Thermogravimetric analysis was performed on linen samples treated with a cross-linking agent (DMU).
ultivariate analysis was used to establish calibration models relating discrete and continuous data to the required parameters. These models were

hen validated by prediction. It was demonstrated that the analysis was able to detect the DMU and predict the CR and AR parameters. The best
quations were obtained using a heating rate of 20 ◦C min−1 and modelling using continuous data rather than the discrete measurements.

2007 Elsevier B.V. All rights reserved.
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. Introduction

The poor crease recovery performance of linen fabrics has
esulted in attempts to improve this characteristic by modifying
he structure of the flax fibres from which the linen is woven. One
pproach has been to cross-link the cellulose polymer chains,
ellulose being approximately 75% of the total components of
ax fibres [1]. Dimethylolurea (DMU) can achieve this cross-

inking by condensation reactions with OH groups on adjacent
ellulose chains [2]. The processing technique is capable of pro-
ucing good improvements in the crease recovery performance
n linen, however the treatment has the effect of significantly
educing the fabrics’ resistance to abrasion [3]. The conventional
hysical techniques required to determine crease recovery angle
CR) [4] and abrasion resistance (AR) [5] for fabrics are slow,

rovide no indication of structural changes or efficiency of the
reatment at a molecular level and require environmental control.

∗ Corresponding author. Tel.: +44 28 90255243; fax: +44 28 90255007.
E-mail address: David.Mccall@afbini.gov.uk (R.D. McCall).
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The technique of thermogravimetric analysis (TG), and com-
usting the samples in air, has been demonstrated in Refs. [6,7]
o successfully predict flax fibre parameters, such as quality in
elation to yarn production and flax fibre fineness. For a flax sam-
le, the derivative of a thermogram displays two active regions
f high rate of weight loss at 200–400 ◦C and 400–600 ◦C.
he effects in these regions are referred to as peaks 1 and 2,

espectively.
The main components of flax fibres are cellulose, hemicel-

uloses, pectins and lignins [1]. These components have been
tated to combust individually in particular temperature ranges,
ectin at 200–290 ◦C, hemicellulose at 243–305 ◦C, alpha cel-
ulose at 240–360 ◦C, and straw lignin at 410–600 ◦C [8]. Peak

can be interpreted as being primarily from a cellulose origin
hilst peak 2 is regarded as being caused mainly by combus-

ion of secondary products from the combustion associated with
eak 1 along with any contribution from other fractions, such as
ignin, rather than combustion of these fractions alone [9].
Previously reported observations in Refs. [7,10] on flax fibres
ave demonstrated that changes occurring in the combustion
eaks such as their temperatures, widths, areas and heights
an be related to physical and quality aspects of the fibres.

mailto:David.Mccall@afbini.gov.uk
dx.doi.org/10.1016/j.tca.2007.05.003
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ifferences in the thermograms have also been reported in Ref.
11] in relation to the heating rate employed and the technique
sed to prepare samples, with the suggestion that improved res-
lution might be expected at lower heating rates.

The aims of this study were to investigate thermal charac-
eristics of fabrics treated with different concentrations of DMU
nd to develop calibration models for predicting crease recovery,
brasion resistance and nitrogen content of fabric.

. Experimental

.1. The fabrics

The fabrics used were plain weave linens [12] with a weight of
pproximately 127 g cm−2. Three rolls of fabric each of approx-
mately 1.5 m width by 50 m length formed the stock materials.
he three rolls differing only in their pre-treatment that is one

oll each of scoured (S) linen [13], bleached (B) linen [13]
nd mercerised (M) linen [14]. These pre-treatment covered the
ommercially available forms of linen fabric.

Samples from the stock fabrics were carefully ruled out fol-
owing single warp and weft yarns to 21.6 cm × 30.5 cm for S
nd B linens, and 23.6 cm × 30.5 cm for the M linen. The dif-
erent dimensions for the latter were required to accommodate
he approximately 8.5% weft shrinkage associated with mer-
erised fabric in accordance with commercial practice [14]. The
imensions of the samples were selected to fit pin frames which
llowed the drying of the treated samples under constant tension.
wo fabric sample sets were prepared. Set 1 consisted of sam-
les S, M, and B linens each treated with 5% dimethylolurea,
.5% DMU and water as a control [15]. Set 2 consisted of just B
inen but treated with water, 2, 4, 7 and 10% DMU. Four repli-
ates fabric sample sheets were prepared for each linen type and
reatment for both sets.

.2. Fabric treatment

Samples were treated with dimethylolurea (Sigma, Poole,
orset) catalysed with 25% magnesium chloride hexahydrate

Sigma, Poole, Dorset) on weight of DMU selected to optimise
ormation of cross-links [3], and finally a distilled water con-
rol. The solutions were applied by laboratory scale padding

angle (Ernst Benz AG, Zurich), weighed for uptake and dried
approx. 35 ◦C for at least 20 min), before being cured in an
ven at 140–145 ◦C for 4 min. All samples were subsequently
fter-washed at 60 ◦C for 5 min, using an aqueous solution of
g L−1 sodium carbonate decahydrate and 0.4 g L−1 sodium
odecyl sulphate, in order to remove any unreacted DMU and
atalyst, then rinsed in running water for about 10 min. The water
reated controls were also washed in this way for consistency.
ll samples were finally dried on pin frames prior to storing, for
minimum of 2 weeks, at 65% RH and 20 ◦C until required for

esting [15].
.3. Physical assessment

CR angles were determined according to British Standard
ethod [4] under standard conditions. Twelve replicates from

o
v
(
(
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ach of the three treatments and from each of the three fabrics,
total sample set n = 108), were measured using a crease recov-
ry angle meter (Shirley combined creasing and stiffness tester,
hirley Developments Ltd., Didsbury, UK). The CR angles
btained were recorded as a percentage of 180◦, and mean val-
es determined. AR was determined under standard conditions
20 ◦C and 65% humidity), using a Martindale wear and abrasion
ester, (J. H. Heal Co., Halifax, UK), with 12 kPa pressure. Four
eplicates could be accommodated for each abrasion run on this
nstrument, and the end point was determined by periodic visual
nspection of the fabric surface for the first yarn breakage. Each
ample was tested using 12 replicates and the mean number of
ubs per treatment was calculated [5].

.4. Elemental analysis

The fabric samples were analysed for percentage nitrogen
N) by pyrolysis gas chromatography. The samples were finely
ut using a pair of serrated scissors, and between 5 and 10 mg of
ach sample, were carefully weighed in tin foil capsules, then
nclosed by folding over the tin foil [15]. The capsule pellets
ere then loaded into the auto-sampler carrousel of an elemen-

al analyser (Carlo Erba NA 1500 Series 2, Milan, Italy). The
esultant gases such as nitrogen dioxide were measured as per-
entage nitrogen (N). Each sample was analysed in triplicate
15].

.5. Thermogravimetric analysis

Sub-samples were cut from the fabric sample sheets and cut
nely, using serrated scissors, to give fibre lengths of the order
f about 0.1 mm or less [11]. The finely cut sub-samples were
tored in labelled sealed petri dishes until required for testing.
hree replicates of each cut sub-sample and each treatment were
eighed out, in alumina crucibles, on a Metler MT5 six decimal
lace balance (Metler-Toledo, Switzerland). A weight range of
etween 3.0 and 3.2 mg was used [11], and the weights recorded
o an accuracy of micrograms. The crucibles were then loaded
nto the auto-sampler carrousel of a Metler Toledo Thermo-
ravimetric Analysis System TGA/SDTA851. The samples were
un from 30 to 600 ◦C using a heating rate of 20 ◦C min−1 using
ir as a purge gas [11]. A sample set was also run at a heating rate
f 5 ◦C min−1 in order to determine improvements in resolution.

.6. Data analysis

Data obtained from the thermogravimetric runs was anal-
sed in two different ways. Firstly the thermograms obtained
ere differentiated (DTG) using the Metler Toledo software

nd the following discrete parameters were measured: peak
ecomposition temperature, peak area, peak width, residue and
eight loss in two decomposition segments 200–400 ◦C and
00–600 ◦C. The second approach was to export the continu-

us weight loss data (1704 variables for 20 ◦C min−1 and 6819
ariables for 5 ◦C min−1 heating rates) into Unscrambler V9.1,
CAMO, Trondheim, Norway) for principal component analysis
PCA) and partial least squares (PLS) regression.
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PCA of the data was performed to identify any anomalous
G responses, possibly produced as a result of contamination of
specimen or unsatisfactory instrumental response.

The relationships between the calibration set thermal data
discrete and continuous) and measured CR, AR and N values
ere then investigated using PLS 1 regression. The continuous
G data was first transformed by Savitsky–Golay differentia-

ion using two mathematical treatments (MT) for each heating
ate. These were 1st and 2nd order differentiation, smoothing
nd polynomial order. For example MT = 1442 implies 1st order
erivative with smoothing of four points left and four points
ight and polynomial order 2. Levels of smoothing were chosen
o reduce noise.

The relationships developed from these calibration sets
ere then used to predict CR, AR and N for the valida-

ion set. This allowed the performance of the calibration
odels to be assessed, within the confines of our sample

ets.

. Results
The measured CR, AR and N content are presented in Table 1a
or fabric set 1 (calibration set) and in Table 1b for fabric set 2
validation set). Table 1a illustrates the fixation of nitrogen from

able 1
a) The effects of DMU treatment on bleached, scoured and mercerised fabric
amples for changes in crease recovery (CR), abrasion resistance (AR), and
itrogen content (N) of samples from the calibration set (set 1) [15] and (b) the
ffects of DMU treatment on bleached, samples validation set (set 2)

a) Treatment Bleached Scoured Mercerised

R (%)
Control 25.5 22.4 20.8
2.5% DMU 49.2 44.4 35.1
5% DMU 60.8 58.3 51.9

S.E.M.s; fabric = 0.557*** DMU = 0.557*** fabric × DMU = 0.966***

R (rubs)
Control 6135 7838 18444
2.5% DMU 3712 10292 23393
5% DMU 600 1471 10402

S.E.M.s; fabric = 144.3*** DMU = 144.3*** fabric × DMU = 790.6***

(%)
Control 0.008 0.056 0.033
2.5% DMU 0.562 0.595 0.557
5% DMU 1.224 1.2467 1.1273

S.E.M.s; fabric = 0.005*** DMU = 0.005*** fabric × DMU = 0.009***

b) Treatment Water control 2% DMU 4% DMU 7% DMU 10% DMU

R (%) 23.79 36.11 53.26 60.36 54.48
.E.M.s 0.918 0.522 0.831 0.828 1.031

R (rubs) 6675 7575 1600 975 650
.E.M.s 295 882 167 138 119

itrogen (%) <0.1 0.430 1.267 1.867 2.610
.E.M.s 0.015 0.013 0.053 0.085

.E.M.s—standard error of means.
** P < 0.001.
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he DMU treatment in the fabric. Increasing the concentration
f DMU in the treatment resulted in an increase in stabilised
itrogen in the three types of fabric (Table 1a). Similarly for
R (Table 1a), increasing the concentration of DMU in the

reatment resulted in an improvement increase recovery angle,
easured as a percentage of 180◦, for the three fabrics. AR

isplays a more anomalous behaviour (Table 1a). Treatment of
he S and M fabrics with 2.5% DMU produced an improve-

ent in AR, whilst the B fabric exhibited a reduction in AR.
t was also observed that the M linen gives by far the best AR
erformance in comparison with the B and S fabrics. Sample
et 2 (Table 1b) exhibited the same effects as the B fabrics
f set 1.

Three thermogravimetric analysis runs were performed on
ach fabric at each DMU concentration and also at each of
he two heating rates. The averaged DTG plots for the B fab-
ics at heating rates of 20 ◦C min−1 (Fig. 1a) and 5 ◦C min−1

Fig. 1b) are presented. The thermograms illustrated the two-
tep combustion in air of flax fibre and the DTG plots are
resented for clarity. Step one of the thermograms is from
00 to 400 ◦C and corresponds to the peak 1 region of the 1st
erivative. The second TG step occurs between 400 and 600 ◦C,
nd corresponding to the peak 2 region of the 1st derivative
Fig. 1). These steps are caused by the samples losing weight
n response to heating. No differences were observed between
he S, M and B linens at any one treatment hence, for clarity,
nly the B fabrics are presented. However, within each DMU
reatment set the thermograms revealed clear differences. The
% DMU or water treated control presents a single DTG peak
occurring at 354 ◦C on the 20 ◦C min−1 plot and 325 ◦C on

he 5 ◦C min−1 plot. As the percentage of DMU in the treatment
ncreases DTG peak 1 appeared to expand towards higher tem-
eratures by a new peak appearing at the higher temperatures
359 ◦C at the high and 331 ◦C low rates of heating). The peak

height or the maximum rate of weight loss decreases with
ncreasing DMU application. The maximum rate of weight loss
ssociated with peak 2 remained fairly constant but expanded
owards the higher temperature with increasing concentration
f DMU.

The descriptive statistics for the complete sample sets, one set
t 20 ◦C min−1 heating rate, and one set at 5 ◦C min−1 heating
ate, are presented in Table 2. Measurements were taken of the
1 parameters and revealed a range, mean and standard deviation
f the readings for each parameter for each of the two heating
ates used and the differences between the two heating rates
Table 2). Distinctive changes for sample set 1 (Table 2a and b)
re summarized below.

The maximum rate of weight loss in peak 1 (P1-h) is reduced
rom 1.26 to 0.29 mg min−1 for the 5 ◦C min−1 heating rate and
he mean peak 1 temperature (P1-t) is reduced from 356.9 to
21.0 ◦C. Similarly the maximum rate of weight loss in peak
(P2-h) fell from 0.28 to 0.044 mg min−1 and the mean peak
temperature (P2-t) is reduced from 491.0 to 459.8 ◦C for the
ow heating rate. Similar trends can be clearly seen in the set 2
alidation samples (Table 2c and d).

The statistical results obtained in developing the calibration
odels (sample set 1 only) are presented in Table 3. The SEC
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ig. 1. Overlays of derivative thermograms from bleached linen treated with wa
nd (b) 5 ◦C heating rates.

alues are the standard errors in the calibration, and the R2 cali-
ration values are the correlation between the X variable sets and
he Y variable sets. Once the calibration had been established
hen one sample could be removed and the calibration modi-
ed. The removed sample was then compared with the modified
alibration. This was repeated for all samples, giving the cross
alidation values, SECV being the standard error in the cross val-
dation, and the R2 validation value is the correlation determined
n the cross validation procedure.

For the 5 ◦C min−1 (Table 3a) SEC and related R2 calibration
alues, the continuous data appears to out perform the discrete
ata notably in reducing SEC values by a factor of about 2.

itrogen content data revealed an exception to this appearing

o calibrate with similar SEC values for discrete, 1st and 2nd
erivative data. The best AR figure of 845.7 rubs was obtained
sing the continuous data set and the 2nd derivative mathemat-

r
t
e
c

ght grey), 2.5% DMU (grey) and 5% DMU (black) combusted at and (a) 20 ◦C

cal treatment (2862), whilst best SEC value for CR of 1.88%
as obtained using the 1st derivative mathematical treatment

1442). Cross validation of this calibration produced the typical
ncrease in SECV with respect to SEC for the discrete data and
he continuous 1442 data, and reductions in the R2 for cross val-
dation values. However, the 2nd derivative (2862) performance
or AR, CR and N revealed large increases in SECV values,
ost noticeable for AR with respect to SEC values. Also noted
as the reduction in R2 for cross validation, particularly for AR
hich showed a drop from R2 calibration value of 0.99 to R2

ross validation of 0.63.
The calibration performance for the 20 ◦C min−1 heating
ate is presented in Table 3b and shows a similar pattern to
he 5 ◦C min−1 data with the exception of the second differ-
ntial (MT = 2862) for AR, CR and N. No large fluctuations in
ross validation performance, as noted above, were observed.
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Table 2
Discrete thermal statistics for calibration (a and b) and validation (c and d) sets, one set run at 5 ◦C min−1 and the other at 20 ◦C min−1 showing minimum, maximum,
mean and standard deviations (S.D.) for peak 1 area (P1-a, %), peak 1 height (P1-h, mg min−1), peak 1 width (P1-w, ◦C), peak 2 area (P2-a, %), peak 2 height (P2-h,
mg min−1), peak 2 width (P2-w, ◦C), weight loss in peak 1 (WL1, %) and weight loss in peak 2 (WL2, %)

P1-a P1-h P1-t P1-w P2-a P2-h P2-t P2-w WL1 WL2 Residue

(a) 20 ◦C heating rate
Minimum 50.12 0.75 345.3 20.1 7.46 0.12 475.3 5.4 70.94 14.58 3.53
Maximum 70.46 2.21 361.1 40.2 12.91 0.87 504.3 58.8 82.15 25.96 8.86
Mean 58.16 1.26 356.9 30.5 11.11 0.28 491.0 37.1 75.68 21.11 4.32
S.D. 6.62 0.49 4.1 7.2 1.43 0.27 9.2 18.7 3.54 3.74 1.24

(b) 5 ◦C heating rate
Minimum 48.68 0.18 317.5 18.6 10.34 0.032 450.8 29.1 73.59 17.16 2.68
Maximum 65.02 0.48 324.1 40.2 12.83 0.056 472.0 56.2 79.97 22.67 9.28
Mean 56.34 0.29 321.0 30.2 11.81 0.044 459.8 41.2 76.18 20.26 4.36
S.D. 4.84 0.09 2.2 7.1 0.57 0.008 5.8 8.4 1.88 1.80 1.25

(c) 20 ◦C heating rate
Minimum 51.10 0.79 353.7 19.8 8.23 0.120 487.8 29.2 71.99 14.46 2.01
Maximum 69.65 2.22 361.3 37.9 11.77 0.160 504.9 59.8 83.73 24.03 6.53
Mean 58.53 1.29 358.0 30.2 10.62 0.128 496.2 49.5 75.72 20.46 2.87
S.D. 6.73 0.54 2.4 7.0 1.27 0.014 6.6 10.3 3.89 3.46 1.43

(d) 5 ◦C heating rate
Minimum 52.79 0.20 319.3 18.4 10.48 0.031 460.1 36.0 74.53 17.11 2.42
Maximum 67.69 0.49 325.1 36.5 11.94 0.044 472.7 51.8 82.34 21.26 10.84

H
S
e
e
d
d
t

b
R

T
C
i

M

(

(

Mean 58.29 0.30 321.7 29.7 11.26
S.D. 5.30 0.11 2.3 6.9 0.46

owever, it must be noted that model 18 did generate a high
EC value. In general, for the development of calibration mod-
ls, the 5 ◦C min−1 heating rate produced the lowest calibration

rrors and highest correlations with 1st derivative continuous
ata appearing to perform better than the discrete data. A 2nd
erivative 5 ◦C min−1 heating rate showed some early indica-
ions of model instability, such as relatively large differences

C
d
(
v

able 3
omparison of calibration equations developed from discrete data (DD) and continuo

n calibration, SECV = standard error in cross validation)

odel no. Data type MT Parameter S

a) 5 ◦C/min heating rate
1 DD None AR 3
2 None CR
3 None N

4 CD 1442 AR 1
5 1442 CR
6 1442 N

7 CD 2862 AR
8 2862 CR
9 2862 N

b) 20 ◦C/min heating rate
10 DD None AR 4
11 None CR
12 None N

13 CD 1442 AR 2
14 1442 CR
15 1442 N

16 CD 2862 AR 2
17 2862 CR
18 2862 N
0.036 465.4 46.4 76.95 19.86 3.58
0.004 5.7 5.8 2.19 1.49 2.03

etween SEC and SECV values and between their corresponding
2 results.

The calibration models were then validated by predicting AR,

R and N performances of set 2 fabrics. Table 4 lists the stan-
ard error in prediction (SEP) with their associated correlation
R2), slope and bias of the graphs of predicted against measured
alues for AR, CR and N and for each calibration model. The

us (CD) weight loss data (MT = mathematical treatment, SEC = standard error

EC R2 calibration SECV R2 validation

177.6 0.88 4113.3 0.79
3.49 0.97 4.25 0.96
0.05 0.99 0.06 0.99

428.2 0.98 2060.0 0.95
1.88 0.99 2.63 0.98
0.06 0.99 0.08 0.99

845.7 0.99 5968.8 0.63
1.93 0.99 5.77 0.94
0.06 0.99 0.20 0.92

249.6 0.82 6362.4 0.57
6.53 0.90 7.07 0.88
0.17 0.93 0.19 0.92

109.5 0.95 3197.7 0.88
3.20 0.98 4.19 0.96
0.08 0.99 0.09 0.98

367.9 0.93 3501.2 0.85
2.76 0.98 3.66 0.97
0.77 0.99 0.09 0.98
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Table 4
Validation of the calibration models listed in Table 3 using an independent set
of 15 samples (U = unstable, SEP = standard error in prediction)

Model no. Parameter SEP R2 Slope Bias

1 AR 4250.6 0.80 1.61 −2132.2
2 CR 3.14 0.98 0.89 0.61
3 N 0.61 0.90 0.40 −0.572
4 AR 6540.9 0.818 2.32 −2446.6
5 CR 6.61 0.915 1.06 4.19
6 N 0.48 0.935 0.55 −0.43
7 AR 3629.8 0.294 0.28 3209.7
8 CR 6.49 0.95 0.58 −1.74
9 N 0.74 0.843 0.25 −0.53

10 AR U U U U
11 CR 8.90 0.96 0.38 −6.06
12 N 0.81 0.81 0.16 −.62
13 AR 4897.2 0.82 1.86 −1553.7
14 CR 2.55 0.986 1.04 2.95
15 N 0.52 0.930 0.51 −0.45
16 AR 1568.1 0.864 0.78 −907.4
1
1
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7 CR 2.60 0.983 0.96 1.84
8 N 0.52 0.936 0.49 −0.52

erformance of the models were assessed according to which
redicted AR, CR and N with the lowest SEP, highest R2, slope
losest to 1 and bias closest to 0, in order of priority.

AR was found to be predicted best by model 16, which was
eveloped from the 2nd derivative of the continuous thermal
ata. These were 20 ◦C min−1 heating rate and produced val-
es for SEP = 1568.1 rubs, R2 = 0.86, slope = 0.78 and a bias of
07.4 rubs. CR angle was found to be predicted best by model
4 which, in this case, was developed from a 1st derivative of
he continuous thermal data. These were at the 20 ◦C min−1

eating rate showing a SEP = 2.55%, R2 = 0.986, slope = 1.04
nd a bias of 2.95%. In addition, a good CR performance was
btained from model number 17, with the 2nd derivative math-
matical treatment at a heating rate of 20 ◦C min−1. Nitrogen
ontent was found to be predicted best by model 6 which was
eveloped from a 1st derivative of the continuous data at the
◦C min−1 heating rate. The measured SEP, R2, slope and bias
ere 0.48%, 0.935, 0.55 and −0.43%, respectively. The best
erforming models performance in prediction are presented in
ig. 2 as predicted versus measured plots. The AR plot reveals
probable error by producing a negative prediction (lower than
2000 cycles) for one replicates. Eliminating this replicate as
probable outlier improved the prediction statistics (R2 = 0.898
nd SEP = 1428.3). However, for completeness the replicate has
een left included in the result given in Table 4.

. Discussion

The results of these studies have shown that the thermal
echnique is capable of revealing the effect of DMU treat-

ent visually in a thermogram. DMU is capable of forming

ross-links between adjacent cellulose chains by reacting with
vailable OH groups [15]. Observations of the 1st derivatives
f the thermograms reveal increasing widths of peaks 1 and 2
owards higher temperatures and reducing peak 1 heights with

p
u
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ncreased concentration of DMU. The appearance of new peaks
nly in the plots of DMU treated samples, at 359 ◦C in the higher
eating rate and 331 ◦C in the lower heating rate trials (Fig. 1)
an only be caused by the DMU incorporated in the fabric. This
uggests that the new peak is related to, or directly caused by,
ross-linked cellulose that may undergo combustion at a higher
emperature than cellulose that is not cross-linked. This hypoth-
sis, if correct, may indicate a means of determining the degree
f actual cross-linkage taking place.

Fabric parameters, such as CR angle measurement and AR
etermination, are essential tests required to measure the per-
ormance of a CR treatment. They are time consuming tests
equiring conditioned environments and samples, but can give
seful reproducible results and the lowest standard error perfor-
ance (Table 1a and b). Any instrumental analysis technique

ttempting to relate to these performance parameters must also
ddress the inherent performance error relative to the physical
ests. The performance error of any instrumental technique is
nlikely to be as low as the physical test it is intended to replace
16]. Hence, the error generated in the instrumental analysis
ust be minimised to achieve a value as close as possible to the

rror achieved in the physical testing.
The thermal technique has been demonstrated as being able

o predict CR and AR. By careful choice of heating rate and opti-
ised modelling technique thermal analysis can perform well

Table 4). The best results were obtained from the 20 ◦C min−1

eating rate, which was a surprising result. The lower heating
ate, with much greater number of data points in a thermogram,
hould result in better resolution hence better modelling and
redictive performance. Although this appeared to be occur-
ing at the development of calibration equations, this apparent
mprovement did not occur at the validation stage.

The chemometric modelling for CR, AR and N clearly
emonstrated that the application of the continuous data for
odelling outperforms modelling with discrete data. Also the

hoice of using 1st or 2nd derivative transformation is important,
otably for AR determination which provided the best results
sing 2nd derivative at the higher heating rate. At the lower
eating rate 2nd derivative results became unstable, possibly
aused by cumulative noise. The low heating rate thermograms
re nosier than those obtained at the higher heating rate and
his noise will increase at each differentiation. The calibration
quations were examined for key variables contributing to accu-
acy/stability of the models. In the case of discrete variables the
egression coefficients for P1-t, P2-a, P2-h, P2-w and residue
ere significantly higher than the other six parameters.
SEPs using the DTG data are however much higher than the

tandard errors generated using the physical tests. The SEP per-
ormance should improve markedly using a much larger data
et, however the instrumental technique may indicate higher
rrors than the direct physical measurement. Nevertheless, the
nstrumental technique has an advantage of delivering additional
tructural and or chemical information.
Thermal analysis is a rapid process relative to conventional
hysical CR and AR determination techniques and can be config-
red to allow continuous unattended operation. TG is a technique
hat would not be suitable for ‘in line’ application. However and
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ig. 2. Predicted vs. measured validation plots of best predicting models (Table
ycles using model 16 (AR) and % nitrogen contant using model 6 (N).

erhaps importantly, when considering possible global applica-
ion, thermal analysis has no requirement for conditioning of
amples or environment.

The equipment cost of setting up and maintaining thermal
ystems are considerably higher than the physical measurement
ystems, and the requirements of a higher technical skill level are
he main disadvantages. Also it may be necessary to recalibrate
o suit different fabric types, since these particular models have
een developed using only one fabric weight of plain weave
n-dyed linen.
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