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Abstract

The melting behavior of aluminum nanoparticles having an oxide passivation layer is examined using a differential scanning calorimetry (DSC).
Both broad and narrow size-distributed particles are studied, and the weight-average particle radius ranges from 8 to 50 nm. With decreasing
particle size, the melting response moves towards lower temperatures and the heat of fusion decreases. The effect of the oxide coating on the
particles is to apply a compressive force to the aluminum core, thereby increasing the observed melting point and the heat of fusion. The melting
point depression, both corrected and uncorrected for the effects of the oxide shell, is linear with the reciprocal of particle radius, as predicted by
Gibbs—Thomson equation, although only the corrected data give a value of the solid—liquid interfacial tension comparable to those reported in the
literature. The size-dependent heat of fusion is significantly smaller than that predicted by the effects of the surface tension indicating that the solid
nanoparticle is at a higher energy than expected, presumably due to the presence of defects or irregularities in the crystal structure at or emanating
from the surface. This hypothesis is tested using our data, as well as using data in the literature for tin nanoparticles.

© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

The properties of nanoparticles, including the melting point
depression and the size-dependent heat of fusion, have been
of interest to researchers for the last 60 years [1-16]. Small
particles have lower melting points than bulk material due to
an increased proportion of surface atoms as the size of parti-
cles decreases. The size-dependent melting point depression of
nanoparticles has been experimentally observed using various
techniques, such as scanning electron-diffraction, field emission,
transmission electron microscopy, X-ray diffraction, calorime-
try, and other techniques [2-14]. Many metals have been studied,
including gold [2-4], silver [3], tin [5-7], indium [8-10], lead
[11,12], and aluminum [14,15]. For gold nanoparticles obtained
by the condensation of vapor gold on a carbon substrate, a
500 K depression has been reported for particles of 1 nm-radius
using the scanning electron-diffraction technique [2] The melt-
ing behavior of several organic materials and indium metal, at
nanometer length scales, has also been studied using calorime-
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try by confining the material in controlled porous glasses
[16,17].

The melting point depression for small crystals can be
described in a classical thermodynamic approach by the
so-called Gibbs—Thomson equation [18-21]. The result for
spherical particles is

2Tm(00)os|
Tin(r) = Tm(o0) A Hi(00) psr 1)
where Tiy(00), AHs(00), and ps are the bulk melting tempera-
ture, the bulk latent heat of fusion, and the solid phase density,
respectively. r represents the radius of a spherical particle and
Tm(r) is the melting point of a particle with radius r. og is
the solid-liquid interfacial energy. The Gibbs—Thomson equa-
tion, which predicts a linear relationship between the melting
point depression and the inverse of particle size, has been used
to describe the behavior of low molecular weight organic lig-
uids in confined geometry [16], to describe the melting point
depression of cadmium embedded in an aluminum matrix [13],
and to explain the melting temperatures of polymer lamella
crystals [21,22]. The equation can be obtained following an anal-
ogous derivation to that of Defay and Prigogine for the boiling
point depression by capillary condensation [19]; the derivation
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is based on the equality of the chemical potentials of the two
phases and the use of the Laplace formula to describe the rela-
tionship between the pressure and the surface tension. For the
liquid—vapor transition examined by Defay and Prigogine [19],
it is assumed that the specific volume and thermal expansion
coefficient of the vapor phase are much larger than those of
the liquid; such assumptions are not necessarily valid for the
solid-liquid transition. If these assumptions are not invoked,
the size-dependent melting point depression is given by the
following:

Tm(r) C_ . 205
(Tm(oo)) =1 CAHf(OO)PsV @)

where the constant C =Ty (os/(0s — o1))(aus — as), ps and py are
the densities of the solid and liquid, respectively, and «) and
ag are the thermal expansion coefficients of the two phases.
An expansion of the left hand side to two terms results in the
form of Eq. (1); however, this approximation is not expected to
be valid for large depressions or for values of C much greater
than 1. We note that for the solid-liquid transition of aluminum
nanoparticles investigated in this work, C=1.04.

Other models for the dependence of the melting point on
crystal size exist [2,3,6-12,14,24-27]. Most predict essentially
the same relationship as the Gibbs—Thomson equation (that T,
varies with the reciprocal size) except that the surface tension
of the liquid in contact with solid (o) in the Gibbs—Thomson
equation is replaced by « which has been shown to differ
slightly among the models [10,11]. For example, in the liquid-
skin model, @ = o5)/((1 — t0)/r) + o ((1 — ps)/ p1), where 1, is the
thickness of the liquid skin surrounding the solid particle [10].
Since our particles are coated with an oxide passivation layer,
such a model is not expected to be pertinent.

Although the depression of the melting point at the nanoscale
has been examined by many researchers, fewer calorimetric
measurements have been made investigating the size-dependent
heat of fusion. In the derivation of the Gibbs—Thompson equa-
tion, it is assumed that the heat of fusion decreases with particle
size due to the increase in the surface energy [19]:

AHH(r) = AH(o0) — 222 ©
pPsI

where AHs(r) represents the heat of fusion for a particle with
radius r, and the derivation of Eq. (3) is based on the equi-
librium melting process and the Laplace formula [19]; for the
solid-liquid transition, the correction factor C discussed above
should be multiplied by the surface tension term. However, this
equation is found to severely underestimate the depression in the
heat of fusion (whether or not the factor C is used), as will also
be shown in this work for our passivated aluminum particles. It
is noted that the liquid skin model, which predicts that the heat of
fusion should be proportional to the cube root of the reciprocal
particle radius, is able to reasonably predict the depressions in
the melting point and the heat of fusion for tin [6,7] but for other
materials, including indium [10] and aluminum [15] nanoparti-
cles and for organic compounds confined in controlled porous
glass [16], it does not seem to give a good description.

At small enough size scales, materials often fail to crys-
tallize and, instead, undergo a glass transition [28]. It has
also been postulated that a critical point may exist at the
nanoscale where the solid and liquid phases show identical prop-
erties and where the heat of fusion would, therefore, become
zero. Koga and coworkers, using molecular dynamics simu-
lations, found evidence of a solid-liquid critical point for ice
confined to carbon nanotubes [29] Although a solid-liquid crit-
ical point cannot occur in bulk materials, other evidence for
such a critical point at small size scales includes the absence
of the calorimetric signatures for melting or for the glass
transition for cis-decaline and cyclohexane confined to 2nm
pores [16].

In this work, we investigate the melting behavior of alu-
minum nanoparticles. Such particles are of interest due to the
variety of their applications, including propellants, munitions,
pyrotechnics, additives for plastics, and powder metallurgy.
These nanoparticles have an aluminum oxide passivation layer
on the order of several nanometers thick which increases sta-
bility and reduces agglomeration. Limited work has been done
by other researchers on the melting behavior of aluminum at
the nanoscale [14,15]. Lai et al. investigated the melting point
depression of aluminum nanoclusters using a nanocalorimet-
ric technique [14]. The aluminum nanoclusters were obtained
through vapor-deposition of aluminum onto a SizN4 surface, and
in situ nanocalorimetry measurements were conducted immedi-
ately after the deposition; therefore, the aluminum nanoparticles
do not have an oxide layer. Lai et al. found that the melting
point of these aluminum clusters is significantly reduced com-
pared to the bulk value and the data could be well described by
the liquid skin model; these researchers did not report heat of
fusion data [14]. Eckert et al. studied the melting behavior of
aluminum powders generated using mechanical attrition [15].
Depending on the atmosphere used in the mechanical attrition
process (argon, oxygen, or hydrogen), different surface layers
were formed. Both the melting point and heat of fusion of the
aluminum nanopowders studied by Eckert et al. decreased with
decreasing particle size. However, the thickness of the surface
layer was not well quantified; the results also indicated that the
nature of the surface layer had no significant effect on the melting
behavior.

In the work reported here, we use differential scanning
calorimetry (DSC) to study the melting behavior of aluminum
nanoparticles that are generated through a gas condensation
process and have a well-characterized oxide layer several
nanometers thick. We first describe our materials and experi-
mental methods, including DSC and thermogravimetric analysis
(TGA), the latter of which yields the aluminum content of the
passivated particles. We then present our results, followed by
discussion and a conclusion.

2. Methodology
2.1. Materials

Five aluminum nanoparticle samples were used in this work.
The aluminum nanoparticles were obtained from Technanogy
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Table 1
Physical properties of aluminum nanoparticle samples

Particle radius?® (nm) Weight-average radius (nm)

Active Al content (%)

Oxide layer thickness (nm)

Supplier Our measurement Supplier Our measurement
12.5 £+ 10.50 26.7 + 8.7 54 475 1.8 5.3
215+ 0.95 216 £ 1.0 74 56.5 15 34
315+ 155 317+16 82 68.5 14 33
40.5 + 1.50 40.7 £ 1.5 84 714 1.6 38
46.0 + 1.25 46.1 £ 1.3 83 72.3 1.9 4.2

@ Mean radius = Standard Deviation.

(Irvine, CA), and the physical properties of these nanoparti-
cles are listed in Table 1. The sample with an average size
of 12.5nm radius has a broad size distribution with a stan-
dard deviation of 10.5 nm. The other four samples have narrow
size distributions with standard deviations of less than 2nm.
Also used in the study were micron-size aluminum particles
(3-4.5pum, 97.5% purity); these were purchased from Alfa
Aesar (Milwaukee, WI1). The average particle diameter and stan-
dard deviation of the nanoparticles were obtained from SEM
images by Pantoya and coworkers, and a typical size distribution
curve has been published [30]. Other characteristics, includ-
ing surface area and size distribution, of the nanopowders have
been reported; [31] similar data is available for the micron-size
particles [32].

Since the average particle size obtained from SEM exper-
iments reflects the number size distribution, whereas the heat
flow response in DSC experiments corresponds to the weight
distribution of the sample, the number-average particle size is
converted to weight-average size assuming that the particles
have Gaussian distribution; the weight-average sizes are shown
in Table 1. We note that although the log normal distribution
has been used to describe the particle size distribution for parti-
cles generated using the same technique [33,34], the Gaussian
distribution has been shown to describe the particle size distri-
bution well for vapor-deposited indium nanoparticles [35], and
the calculated active aluminum content of our particles is closer
to the experimental values when we assume a Gaussian dis-
tribution than when we assume a log normal distribution [23].
Other researchers have also assumed a Gaussian distribution in
their work to mathematically demonstrate the influence of size
distribution on the oxidation wave speed [36]

As already discussed, each aluminum nanoparticle is passi-
vated with a 3-5nm Al,O3 layer. As the particle size decreases
the total percentage of Al,O3 increases and can become a con-
siderable amount of the total powder. In Table 1, the aluminum
content (Al content) refers to the amount of aluminum present,
i.e., that aluminum which is not in the form of Al,O3. The
aluminum content was obtained from mass gain measurements
using TGA as described in a subsequent section. Although our
measurements showed a lower aluminum content compared
to measurements made by the supplier, the aluminum content
changes less than 3% during storage in our laboratory based on
the results of TGA experiments conducted two months apart.
Based on our measurement of the aluminum content, the size of
the aluminum core and the thickness of the oxide layer (foxide)

can be calculated through a mass balance [23]:

1/3
Al,O3C
toxide = Ro |1 — ( PAIZ0s > (4)
pal + c(paL,0; — PAI)

where R, is the total particle size (including the oxide layer),
¢ is the fractional aluminum content, and pa,0, (3.05gcm—3)
[37] and pai (2.7 gcm—3) [38] are the densities of amorphous
aluminum oxide and aluminum at room temperature, respec-
tively. The oxide layer is assumed to be amorphous based on
the results of other researchers [32]; if the layer is assumed to
be crystalline, its thickness is on average 43% thinner than that
reported in Table 1.

Since the aim of this work is to examine the effect of alu-
minum particle size on the melting point depression and on the
heat of fusion, we were interested in studying particles smaller
than those available from the manufacturer. To that end, the
aluminum nanoparticles with the average particle mean size
of 21.6 nm were selectively oxidized in either a Perkin-Elmer
TGA-7 or DSC-7 at 500 °C under 25/75 O2/Ar atmosphere for
various times ranging from 30 min to 20 h in order to make the
active aluminum core smaller. Based on the mass gained during
oxidation and the aluminum content of the partially oxidized
particles, the aluminum core radius after oxidation was calcu-
lated assuming no change in the size distribution of the particles.
The active aluminum core size ranges from 18 nm down to 8 nm
after oxidation and the amorphous oxide layer is correspond-
ingly thicker, ranging from 4 to 16 nm. The reproducibility of
aluminum core radius obtained from TGA and DSC oxidization
processes are +0.3 and +0.6 nm, respectively, based on three
experiments conducted with the same oxidation time.

2.2. Differential scanning calorimetry (DSC)

The melting behavior of the aluminum nanoparticles was
studied using a Perkin-Elmer Pyris 1 DSC with an ethylene
glycol/water cooling system to maintain a stable DSC head
temperature and to avoid frost build-up on the instrument. All
the experiments were performed under an argon atmosphere.
Both gold and alumina DSC pans were used in the experiment.
The gold pans were used to examine the nanoparticles’ melting
behavior due to the higher thermal conductivity of gold. How-
ever, the gold pan could only be used for aluminum nanoparticles
having an oxide layer since the oxide layer prevents alloy forma-
tion of gold and aluminum; hence, the micron-sized aluminum
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particles and bulk aluminum foil were run in the alumina pans.
The mass of the DSC samples varied from 1.00 to 3.50 mg. A
scan rate of 5 K/min was used. The obtained heat flow responses
were corrected using baseline subtraction. The extrapolated peak
onset temperature was used to define the melting point because
compared with the peak temperature, the extrapolated onset
temperature is less dependent on heating rate, sample thermal
conductivity, sample mass, and sample thickness [39,40]. The
heat of fusion (J/g sample) was obtained by the integration of
heat flow over the DSC melting peak, and the heat of fusion
per gram of aluminum was calculated based on the aluminum
content in the sample as determined from our TGA measure-
ments (see below). Since the heat of fusion is obtained from the
integrated heat flow, it is not affected by any smearing of the
transition resulting from heat transfer effects. In addition, we
note that some nanoaluminum samples were run in both gold
and alumina pans; the values of the heat of fusion obtained were
the same within the error of the measurements indicating that
heat transfer effects do not effect A H; measurements. The repro-
ducibility of DSC experiments based on repeat experiments of
three samples are better than +0.5 °C for the melting point and
+5% for the heat of fusion.

The temperature of the instrument was calibrated using zinc,
potassium sulfate, and potassium chromate at a heating rate of
5 K/min under argon atmosphere for both types of pans. The
heat flow was calibrated using potassium sulfate.

2.3. Thermogravimetric analyzer (TGA)

Although the aluminum nanoparticles were stored under
argon atmosphere after delivery, they may have reacted with
adventitious oxygen between the time that the supplier made
the measurements of aluminum content and our DSC experi-
ments. Therefore, the aluminum content was determined using
a Perkin-Elmer TGA-7. The temperature of the instrument was
calibrated using nickel and iron at a heating rate of 5 K/min. The
mass of the TGA samples varied from 1 to 3 mg and a 25/75 mix-
ture of O,/Ar was used as the analysis gas. All the samples were
held for 960 min at 830 °C in order to completely oxidize the
aluminum particles. The mass gain in TGA is attributed to oxi-
dation of aluminum, and the aluminum content (c) can, thus, be
calculated using the following equation based on a mass balance
and the mass ratio of aluminum to oxygen in Al,O3 [23]:

108
(%) = 55 Am(%) (5)

where Am(%) is the mass gain in the TGA experiment. As
already noted, the aluminum content changes less than 3% dur-
ing the storage in our laboratory based on the results of TGA
experiments conducted two months apart.

3. Results

Typical DSC melting responses are shown in Fig. 1 for three
aluminum nanoparticle samples. The DSC curves were obtained
upon heating at 5 K/min under argon atmosphere. The heat flow
is normalized by the mass of aluminum, which was calculated
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Fig. 1. Melting response for three representative narrow size distribution

aluminum nanoparticles at 5 K/min under argon atmosphere; heat flows are nor-

malized by mass of aluminum in the core of the nanoparticle, as determined
from TGA. The radius indicated is the weight-average radius.

from the total sample mass and aluminum content obtained from
TGA. Fig. 1 shows that with decreasing particle size, the melting
response moves to lower temperatures, and the heat of fusion,
which is obtained from the integrated peak area, decreases with
decreasing particle size. Repeat scans on a single DSC spec-
imen give the same melting peak with changes in Ty, of less
than 1 K and changes in AHjs of less than 10%, confirming that
the oxide layer protects the aluminum core such that no sig-
nificant agglomeration occurs between the particles during the
DSC scan. The results of repeat scans also indicates that there
is little reaction of adventitious or adsorbed oxygen with the
nanoparticles during the scan.

The melting point of the aluminum nanoparticles is plotted
as a function of weight-average core radius in Fig. 2 for all sam-
ples studied; the melting point is obtained from the onset of the
melting peak for reasons discussed in the experimental section.
With decreasing particle size, the melting point decreases with a
depression of 4 K observed for aluminum nanoparticles of 46 nm
radius and 13 K for aluminum nanoparticles of 11 nm. The solid

934 -, .Bu.lklMicron-Slze - .
= Narrow Size Distribution
932 - * Broad Size Distribution
4 Oxidized in DSC
930 ¥ Oxidized in TGA
g 928
926
924 -
922
920
918
0 10 20 30 40 50 60 3000 10000
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Fig. 2. Melting point depression as a function of the weight-average aluminum
coreradius r. The solid lines in the figure are the fits to the Gibbs—Thomson equa-
tion. The symbols represent the bulk sample, narrow size distribution samples
(as received), the broad size distribution sample (as received), and the narrow
size distribution samples after selective oxidation in the DSC or TGA.
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line in the figure represents the best fit for the Gibbs—Thomson
equation. Both the broad and narrow size-distributed particles,
and the partially oxidized particles are in good agreement with
the equation. Note that if we used the number-average radius
of 12.5 nm for the broad distribution sample instead of weight-
average size of 26.7 nm, the sample would show a significant
deviation form the rest of the data confirming the importance of
using a weight-average size. The melting points of aluminum
nanoparticles partially oxidized in DSC 7 appear to be lower
than those oxidized in TGA 7 presumably due to differences in
oxidization in these two instruments: based on the appearance
of the samples oxidized in the TGA and DSC, the aluminum
nanoparticles are more uniformly oxidized in DSC, i.e., the color
is more uniform for the same extent of oxidization. The size dis-
tribution of the final sample is assumed to be the same as in the
initial narrow size distribution. Although this is expected to be
the case if oxidation is uniform, if it is not, e.g., in the TGA, a
broader distribution will result which should shift the weight-
average radius to higher values; since we assume that the size
distribution does not change with oxidation, the TGA-oxidized
samples appear to have higher melting points than their DSC
counterparts.

Although the Gibbs—Thompson equation fits the data shown
in Fig. 2, the fit gives a low value for the solid-liquid sur-
face tension: og =68 +2m/m? for Tp(co)=933.52K [35],
AHf=396J/g [35], and ps (Tm) =2.55g/cm [41]. The value is
lower than those reported in the literature: a value of 93 mJ/m?
was reported using nucleation experiments [42]; a value of
163 mJ/m? was found by grain boundary groove measurements
[43]; and a value of 149 mJ/m? was obtained from molecular
dynamic simulation [44]. We show later that the disagreement
is due to the presence of the oxide layer which results in a
compressive pressure on the aluminum core, thereby reducing
the magnitude of the melting point depression (i.e., elevating
the melting point above what would be measured without the
pressure effect).

The data shown in Fig. 2 are replotted in Fig. 3 as a function
the reciprocal of particle size along with a comparison between
our data and that of Lai et al. [14] and Eckert et al. [15] Our
data show a much smaller melting point depression than either
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Fig. 3. Melting point depression versus reciprocal radius r, along with data
from Lai et al. [14] and Eckert et al. [15]. The solid lines are the fits to the
Gibbs-Thomson equation; the dashed lines are the fits to the liquid skin model.

of other two, in part due to the effect of the compressive effect
of oxide layer (see later). However, the data of Lai et al. and of
Eckert et al. also differ significantly, presumably because of the
differences in the shapes, structure, surface properties, and/or
mechanical stresses of the nanoparticles due to different fab-
rication methods—Lai et al.’s particles were vapor deposited
whereas Eckert’s were mechanically milled. The solid lines rep-
resent the best fit for Gibbs—Thomson equation for each data set
in the inset and the dashed lines show the fits to the liquid skin
model. The data of Lai et al. follow Gibbs—Thomson reasonably
well yielding a value 135 + 5 mJ/m? for o; the data also fit the
liquid-skin model and Lai et al. obtained a value of 140 mJ/m?
for o with a critical liquid shell thickness #p of 1.2 nm using
a value of o1y =914 mJ/m2. The data of Eckert et al. do not
fit either model well, although the liquid skin model fits their
smaller particle sizes. For our data, a value of 137 + 6 mJ/m?
was obtained for o from the liquid skin model with a value of
—0.7 £ 0.6 nm for the liquid shell thickness #,. The fact that the
liquid shell thickness is essentially zero for our data is perhaps
not unexpected because we expect to not have a liquid layer due
to the presence of the oxide layer (i.e., the atoms at the parti-
cle surface are expected less mobile if they are in contact with
aluminum oxide as compared to surface atoms in contact with a
gas).

The latent heat of fusion (per gram of aluminum in the particle
core) obtained from our experimental work is shown in Fig. 4asa
function of the weight-average aluminum core radius. For all the
nanosize samples studied, the heats of fusion obtained from DSC
experiments are lower than that of the bulk material, decreasing
from 88% of the bulk value for the 46 nm radius particles to
approximately 20% for the smallest particles studied. The latent
heat of fusion for aluminum foil and for 3 w.n size particles equal
the bulk value (396 J/g) within 1%. The heat of fusion data of
Eckert et al. [15] is also shown in the figure. Both our data and
that of Eckert et al. show a significant reduction of the heat of
fusion with decreasing particle size, especially at smaller sizes,
but their data shows a stronger depression at small sizes; the
differences between our results and theirs are attributed to the
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Fig. 4. Normalized heat of fusion as a function of weight-average aluminum
core radius r; the yp-axis shows the scale for the fractional heat of fusion. The
symbols are the same as in Fig. 2. The data of Eckert et al. [15] is also indicated.
The inset shows the two data sets plotted against the reciprocal radius. The solid
line represents the best fit for Eq. (3) for all the data; the dashed lines show the
fit of the liquid skin model.
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difference in the particles due to different fabrication techniques.
The solid line in Fig. 4 shows the size-dependent heat of fusion
predicted from Eg. (3) (which corrects the heat of fusion for the
surface energy) using the nominal value of 100 mJ/m? for oy;
the equation clearly does not describe either our data or the data
of Eckert et al. without invoking values of o that are orders of
magnitude larger than reported in the literature. In passing, we
also note that the liquid skin model also does not describe the
data of Eckert et al.

4. Discussion
4.1. Effect of oxide layer

As mentioned previously, the aluminum nanoparticles stud-
ied have an aluminum oxide layer, which may contribute to the
differences between our results and those of other researchers.
The confinement of the aluminum core by the oxide layer
is expected to result in the core experiencing a compressive
pressure due to the differential thermal expansion between the
aluminum and aluminum oxide. The change in the melting point
due to the compressive pressure applied by the shell to the alu-
minum core can be calculated using the integrated form of the
Clausius—Clapeyron equation [45] assuming small temperature
changes:

Tim(00) (1_1)
AHi(o0) \p1 ps

(6)

ATm=Tm(P) — Trn(1 bar)=(P — 1 bar)

where P isthe pressure and ATy, is the change of melting temper-
ature due to the pressure effect. The pressure is that induced by
the differential thermal expansion between the aluminum core
and the aluminum oxide shell; some of this pressure may be
relieved by the compliance of the oxide shell:

P=K{(aal — @A1,05)(Tm(00) — Ty) — [(¢ + 1)* — 1]} + Lbar
7)

where K is the bulk modulus of aluminum (=E/(3 — 6v) with
E being the Young’s modulus and v being the Poisson’s ratio),
aal,0; and ap are the coefficients of thermal expansion for
Al;O3 and Al, respectively, Tin(o0) is the bulk melting point
of aluminum, p; and ps represent the liquid and solid density
of aluminum, and ¢ is the strain of the oxide shell. Eq. (7) is
derived from the definition of the bulk modulus coupled with
the assumption that the volumetric strain is due to a term involv-
ing differential thermal expansion minus a term related to the
volumetric strain in the aluminum core due to compliance of the
oxide shell. The magnitude of the pressure also depends on the
temperature at which the oxide layer is formed (i.e., the stress-
free temperature 7;). Complicating the issue is the fact that the
oxide layer, which is originally amorphous, crystallizes between
300 and 635 °C during a DSC temperature scan [46]. Hence, we
take T; to be near the end of point of crystallization; we show
later that the value of the surface tension og depends on the
value of T;.

Table 2

Material properties for AT (P) calculations

Constant Value Description Reference

K 75GPa Bulk modulus of Al [40]

@ALLO; 24 x 1078 K=1  Coefficient of thermal [40]
expansion of Al,03

anl 77 x 1078 K=1  Coefficient of thermal [43]
expansion of Al

ol 2.38glcm3 Liquid density of Al [42]

Os 2.55g/cm3 Solid density of amorphous [35]
Al

Y 500 GPa Biaxial modulus of Al;03 [42]

The pressure P in Eq. (7) will depend on particle size and
shell thickness since the biaxial stress o and biaxial strain ¢ in
the oxide shell depend on particle size and shell thickness [47]:

(P — 1bar) b® 4 54°
o =
4 b3 — a3

where « and b are the radius of aluminum core and entire par-
ticle, respectively, and Y is the biaxial modulus of the oxide
(=E/(1 — v)). The material properties used to calculate the effect
of the oxide shell on the melting point are given in Table 2. Note
that since the oxide layer is crystalline at temperatures above 7y
during the DSC scan, the values of aal,0, is that for crystalline
aluminum oxide.

The melting points corrected to 1 bar (assuming 7, =615 °C)
using Egs. (6)—(8) are plotted in Fig. 5 as a function of
weight-average radius and the results are compared with the
measurements of Lai et al. [14]. The good agreement indicates
that much of the difference observed in Fig. 2 was indeed due
to the pressure effects induced by the oxide layer. For a parti-
cle with a=42.5nm and b =46.7 nm, a compressive pressure of
52 MPa is obtained, resulting in an increase in 7, of 6.5 K above
that which would be measured at 1 bar. For smaller particles with
thicker oxide shells, higher pressures are obtained: fora =8.6 nm
and b=24.3nm, the compressive pressure is 119 MPa, result-
ing in an increase in Ty above that at 1bar of 19.2K. The
solid line represents the best fit for Gibbs—Thomson equation
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Fig. 5. Comparison of our melting point data corrected to P =1 bar for the melt-
ing point depression of aluminum with the data of Lai et al. [14]. The solid line
represents the best fits for Gibbs—Thomson equation for our data. The dashed
line represents the best fit for the liquid skin model for Lai et al.’s data.
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and gives a value of 101 mJ/m? for o, also in good agreement
with literature values. Obviously, the value of o5 obtained will
depend upon the assumed value of the stress-free temperature,
Ty og varies from 177 md/m? for T, =550 °C to 78 mJ/m? for
T, =635°C. Values of T; in this range are reasonable given the
temperature range in which the amorphous oxide crystallizes;
these values of o also span the range of values reported in the
literature.

We note that our calculations of the pressure in the oxide-
coated aluminum particle are considerably lower than that
of 88,000atm recently arrived at by other researchers [48].
Although the details of their calculation are not specified, we
suggest that this unrealistically high pressure may be due to
assuming that the relevant volume change is that due to melt-
ing. We argue that the expansion on melting is not relevant to
our calculation because the onset of melting (which is what is
measured in the DSC) is dictated by the pressure of the sys-
tem at the incipient point of melting and is thereby unaffected
by the volume change that occurs during the process. The wide
breadth of the melting peaks, on the other hand, could be due to
an increase in pressure as the material melts due to the associ-
ated volume expansion. However, pressures expected based on a
10% volume change and neglecting shell compliance are on the
order of 8 GPa; such pressures would give unrealistically high
values of Ty, (using the Clausius—Clapeyron equation) and are
inconsistent with the melting behavior observed.

The compressive pressure on the aluminum core due to the
differential thermal expansion between the aluminum and alu-
minum oxide will also increase the value of heat of fusion
measured:

A(AHf) = AHs(P) — A Hs(1bar)

i[l — (aal — @al,05)(Tm(o0) — T1)](P — 1bar)
)

The compressive pressure results in an increase in the heat of
fusion over what would be measured at 1 bar. For example, for
the sample witha =42.5nmand b =46.7 nm, an increase in AHs
of 20.7 J/g (5% of the bulk) is calculated, and for a sample with
a=8.6nm and b=24.3nm the increase is 46 J/g (12% of the
bulk value). The modified heats of fusion for all the samples are
shown in Fig. 6. The solid line gives the expected result based
on Eq. (3) using o5 =101 mJ/m?. Obviously, the correction for
AHjs goes in the opposite direction and does not reconcile the
lack of agreement between the data and Eq. (3).

4.2. Origin of depression of AHy

The depression of the heat of fusion is considerably larger
than that expected based on Eq. (3). The limited data in the liter-
ature on the heat of fusion depression for nanoparticles and for
materials confined to the nanometer length scale [16,17] show
similar results. For example, the heat of fusion of heptane in a
4 nm diameter nanopore [16] is approximately 30% of the bulk
value, whereas it is expected to be closer to 90% based on the o
calculated from melting point depression; and for indium metal
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Fig. 6. Comparison of the original heat of fusion data with those corrected to
P=1bar as a function of aluminum core radius r. The solid line represent the
value obtained from Eq. (3) using a value of o of 101 mJ/m?.

confined in porous glasses [17], the measured heat of fusion in
an 8.2 nm nanopore is 15 J/g compared to 27 J/g predicted from
Eg. (3) using the o obtained from the melting point depression.

The postulated explanation for the large depressions in the
heat of fusion observed in nanoscopic systems is an increasing
fraction of lattice defects or irregularities in the crystal structure
with decreasing particle size at the nanoscale. We suggest that
the experimental heat of fusion of our aluminum nanoparticles
can be expressed in the following form:

20
AHi(r) = AH(00) = == — AHoetect(1) (10)
S

where the first two terms are the size-dependent heat of fusion
using the og obtained from the melting point depression,
and AHgefect(r) is the enthalpy depression due to the defects,
which is hypothesized to be size dependent. From Eq. (10),
AHgefect(r) can be calculated using the value of og obtained
earlier (101 mJ/m2). The results are shown in Fig. 7 as a func-
tion of weight average particle radius. The number of defects
in the nanoparticles (per gram of the aluminum core) can be
directly related to the enthalpy of defects if one assumes that
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Fig. 7. AHgefect as a function of the weight-average aluminum core radius r.
The y,-axis indicates the fraction of lattice defects relative to the total number
of atoms in the aluminum core assuming A Hgeects IS due to lattice defects. The
curves show the fraction of surface atoms at the interface relative to the total
number of atoms in the core for the three fcc crystal planes indicated. The inset
shows the data of Eckert et al. [15] treated in the same manner; the x- and y-axes
have the same units for the inset as in the main figure although the x-axis scale
is reduced in the inset.
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Fig. 8. AHefect as a function of the particle radius r for tin nanoparticles based
on the enthalpy of fusion data reported by Lai et al. [6]. Error bars on the
data points are based on error bars reported for AHs in Ref. [6]. The y;-axis
indicates the fraction of lattice defects relative to the total number of atoms in
the nanoparticle assuming A Hgefects IS due to lattice defects. The curves show
the fraction of surface atoms relative to the total number of atoms in the particle
for the three body-centered tetragonal crystal planes indicated.

the defects are lattice point defects, which for aluminum have
an energy of 73.3 kJ/mol defects [49]. The right-hand y-axis in
Fig. 7 shows the scale for the fraction of defects (number of
defects per number of total aluminum atoms in the core) calcu-
lated from Ngefects/Ntotal = 0.000368 A Hgefect(r) for AHgeect(r)
in J/ga1, where the constant is simply the molecular weight of
aluminum divided by the defect energy in J/mol. Also plotted
in Fig. 7 is the fraction of aluminum atoms at the interface
between the aluminum core and the aluminum oxide relative
to the total number of atoms in the nanoparticle; three curves
are shown representing the aluminum surface to volume ratios
as a function of particle size for the 100,110, and 111 face-
centered cubic crystal planes. These curves are calculated from
Nsurface/Ntotal = (3/4)falr, where in this formula, a is the alu-
minum lattice constant of 0.405 nm [50], r is the particle radius,
and f is a factor that equals 2 for the 100 plane, 212 for the
110 plane, and 4/3%2 for the 11 1 plane. Interestingly, the frac-
tion of defects appears to be very closely related to the fraction
of atoms at the aluminum/aluminum oxide interface suggesting
that defects at the interface or propagating from the interface
may be responsible for the decrease in the enthalpy of melting
at the nanoscale.

The inset of Fig. 7 shows the milled aluminum nanoparticle
data of Eckert et al. [15] treated in the same manner; in this
case, the fraction of defects is several times smaller than the
fraction of surface atoms except at the smallest particle sizes.
As already discussed, the differences between the two systems
presumably arise because Eckert’s particles were mechanically
milled, although it should be noted that if mechanical milling
resulted in plastic deformation, one might expect more, rather
than fewer, vacancy defects [49].

To further test the generality of our hypothesis that the
decrease in the enthalpy of fusion at the nanoscale may be related
to defects in the solid crystal structure at or emanating from
the surface, we apply the same analysis to the heat of fusion
of thermally evaporated tin nanoparticles reported by Lai et al.
[6]. Fig. 8 shows the enthalpy of defects calculated from Eq.
(10) for Lai et al.’s tin nanoparticles taking the bulk enthalpy of

fusion as 60.6 J/g [37], the solid density as 7.31 g/cm® [37], and
the solid-liquid surface tension as 48 mJ/m? [6]. Also shown
in the same figure on the right-hand y-axis is the fraction of
defects in the nanoparticles given the vacancy defect energy of
49.2 kJ/mol defects for tin [49]. In order to examine whether
the number of defects are related to the atoms at the surface,
three curves are plotted, showing the fraction of surface atoms
in the particles as a function of particle size for the densest
100, 110, and 111 planes in the body-centered tetragonal
B-tin crystal; for the 100 and 110 planes, the curves are cal-
culated from Ngyrface/Niotal = (3/2)falr, where a is the tin lattice
constant of 0.583nm [51] and f is a factor that equals 1 for
the 100 plane and 22 for the 110 plane; for the 111 plane,
Nsurface! Niotal = (3/2Y2)acl[r(c? + a212)Y2], where ¢ is the tin lat-
tice constant of 0.318 nm. Similar to our data for aluminum
nanoparticles, a correlation between the number of defects and
the number of surface atoms is found. In addition, the heat of
fusion appears that it will become zero in both the tin system
studied by Lai et al. and in our passivated aluminum particles
when the percentage of defects is approximately 12-14%.

Our hypothesis is that the decrease in the enthalpy of fusion
at the nanoscale arises from an increase in the energy of the
solid due to the presence of defects in the crystal structure at or
emanating from the surface/interface; consequently, the number
of defects increases relative to the total number of atoms as the
size scale decreases and the surface to volume ratio increases.
This idea is conceptually similar to a model recently proposed
by Delogu [52] in which the decrease in enthalpy is attributed
to the particle in its “solid” state having a higher energy due
to the presence of excited surface atoms with highly irregular
structure, and it is similarly analogous to the liquid-layer model
[10,11] where the higher energy of the “solid” phase is due to
the presence of a mobile liquid layer of finite thickness. How-
ever, although we expect that our surface atoms have an irregular
structure, we do not expect their mobility to be high (as in a lig-
uid) because of their intimate contact with the aluminum oxide
shell. On the other hand, the fact that the model also reasonable
describes the behavior of tin nanoparticles having free surfaces
indicates that the concept of defects or irregularities in struc-
ture at the surface/interface may provide a more general way
to describe the dependence of enthalpy on size at the nanoscale
in a variety of systems, including the passivated aluminum par-
ticles studied here, materials confined in nanoporous matrices,
and particles that may have a more mobile free surface.

5. Summary

The melting behavior of aluminum nanoparticles having an
aluminum oxide layer is examined using DSC. The weight-
average aluminum core size studied ranges from 8 to 50 nm. With
decreasing particle size, the melting response moves towards
lower temperatures and the heat of fusion decreases. The oxide
layer results in a compressive pressure on the aluminum core.
After correcting for this pressure effect, a value of o of
101 mJ/m? was obtained by fitting the Gibbs—Thomson equa-
tion, in good agreement with values reported in the literature.
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The depression in the heat of fusion is found to be considerably
larger than that expected based on the surface tension. It is sug-
gested that the decrease in the heat of fusion at the nanoscale is
due to an increase in the energy of the solid due to the presence
of defects or irregularities in the crystal structure. The fraction
of defects in the nanoparticles is calculated from the heat of
fusion assuming point defects and is found to correlate with the
fraction of atoms at the interface/surface both for our passivated
aluminum particles, as well as for tin particles studied by other
researchers. This result suggests that the origin of the depression
of the heat of fusion at the nanoscale is related to defects at or
emanating from the surface (or interface) of the nanoparticle or
nanoconfined material. Furthermore, the heat of fusion appears
that it will become zero when the percentage of lattice defects
is approximately 12-14%.
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