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a b s t r a c t

Isoconversion processing of thermoanalytical data, while becoming more and more widely used, remains
problematic when used indiscriminately. The exothermic reaction in a 4Al·MoO3 nanocomposite ther-
mite, prepared by arrested reactive milling, was investigated at heating rates ranging from 1 to 40 K/min.
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The data processing according to a number of traditional isoconversion methods (Kissinger, Friedman,
Ozawa–Flynn–Wall), reveals distinct and experimentally reproducible nonlinear regions in the plots of
their respective logarithmic function vs. inverse temperature, possibly indicating changes in reaction
mechanism over this range of heating rates. More contemporary implementations of isoconversion algo-
rithms give results that are substantially similar. In order to predict kinetic behavior under any heating
conditions, especially outside the range of heating rates covered by experiments, a detailed mechanistic
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. Introduction

Isoconversion processing provides a convenient and practical
eans to extract quantitative kinetic information from thermoan-

lytical data/measurements. It has been originally conceived in the
950s [1], with development continuing since then and through
oday, e.g. [2–5]. New and more sophisticated algorithms con-
inue to be developed and published [6–9], and several commercial
oftware packages make various variants of the method widely
vailable, e.g. [10–14]. Inherent in the method is the assumption
hat the thermal activation of the process can either be described
y a single activation energy or can be approximated by an effective
ctivation energy. If the process is more complex, the effective acti-
ation energy determined will be a compound parameter that may
hange with reaction progress and temperature, representing the
alance of concurrent processes contributing to the net reaction at
given time and temperature.

The use of this compound quantity has recently come under

riticism as an ill-defined, and relatively meaningless parameter
15]. Proponents of the method counter with several arguments
16,17]. First, some isoconversion methods can be inverted, and
herefore “model-free” kinetic data can be used to reconstruct
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eaction rates and associated heat effects under arbitrary heating
onditions. For engineering applications, this is frequently suffi-
ient to model and design a specific process. Second, specifically in
ondensed-phase reactions it is often unclear what constitutes an
lementary reaction step that would be associated with a unique
et of Arrhenius parameters. Not least because of this, it is generally
ot feasible to design an experiment that separates the individ-
al component reactions of a chemical process/net reaction. It is
herefore usually suggested to use the data obtained from isocon-
ersion processing as a starting point for the development of a
ore detailed and fundamental mechanistic model of the reaction

n question [16]. Due to the difficulties isolating individual reaction
teps, isoconversion-derived parameters will frequently be the best
nformation available.

While theoretical limitations of the isoconversion processing
re well documented, the authors feel that not enough studies
ave been published that show specific cases for which isoconver-
ion processing does not lead directly to a useful reaction model.
etailed descriptions of such cases will enable researchers to better
auge how adequate or inadequate any specific set of measure-
ents is for isoconversion processing, and how meaningful the

btained activation energies are.
The case presented here is the complex redox reaction in
n off-stoichiometric Al–MoO3 nanocomposite powder. With the
ecent development of novel reactive nanomaterials, including
hose employing thermite reactions [18–22], it became of signifi-
ant interest to apply the kinetics information derived from thermal
nalysis to heating conditions at much higher rates. The objective

http://www.sciencedirect.com/science/journal/00406031
mailto:schoenit@njit.edu
dx.doi.org/10.1016/j.tca.2008.07.008
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s to quantify ignition kinetics for such materials under conditions
enerally not accessible by thermal analysis methods. Likewise,
uantification of aging behavior requires reliable extrapolation
rom thermal analysis experiments as well.

The reaction is studied here for fully dense nanocomposite
owders with a composition of 4Al + MoO3 (excess Al over the
toichiometric composition) prepared by arrested reactive milling
ARM). Detailed description of synthesis of reactive nanocomposite
owders by ARM is available elsewhere [22–24]. The material used

n this study and other similar nanocomposite materials are cur-
ently being developed for advanced reactive formulations to be
sed in propellants, explosives, and pyrotechnics. Previous work
as shown that the general sequence of reactions in such material

ncludes decomposition of MoO3 into MoO2 and O and diffusion
f oxygen ions to Al through layers of different polymorphs of
l2O3 and possibly through MoO2 [23]. At higher temperatures,

ormation of ternary oxides, Al2MoO6 was observed. A multistage
eaction like this is likely to be governed by multiple interact-
ng thermally activated processes, each with different activation
nergy.

Differential scanning calorimetry (DSC) measurements are
eported and initially processed by the Kissinger peak method
s, e.g., described by Mittemeijer [4]. The results, if shown in
issinger’s coordinates (log(ˇ/T2) vs. 1/T, with the heating rate
, and T as a reference temperature), show reproducible devia-

ions from the expected linear behavior, which cannot be further
esolved using this method. An attempt to model the experimen-
al DSC results by a set of independent processes is shown to
ail [24]. Additional experiments clearly demonstrate the repro-
ucibility of the experimental results. Four separate isoconversion
lgorithms are then used to evaluate the data. The resulting
ctivation energy as a function of reaction progress, E(˛), is
argely identical for all algorithms, while the issue of nonlinear-
ties remains. It is specifically these nonlinearities that indicate
ignificant changes of the effective reaction mechanism as the
eating rate changes. Thus, similarity in the shapes of E(˛) depen-
encies obtained from different isoconversion methods does not
nsure that the found E(˛) represents the actual reaction sequence
ccurately. It is concluded that for complex reactions, such as
he thermite reactions considered in this paper, the number of
eating rates required for a meaningful isoconversion processing
ust be much greater than 3 or 4 considered in many recent

tudies [20,25–27]. For the specific reactions addressed in this
aper, it is shown that isoconversion processing does not lead
o a straightforward result even when a greater number of heat-
ng rates are used so that development of a reaction model
s imperative for practical interpretation of the respective DSC
esults.

. Materials

Nanocomposite powders were prepared using a shaker mill
8000D series by Spex Certiprep) with flat-ended steel vials and
/16′′ diameter steel milling balls. Powders of elemental alu-
inum (99% pure, −325 mesh by Alfa Aesar) and molybdenum

rioxide MoO3 (99.95% pure, by Alfa Aesar) were blended in
he required proportion. Batches of 5 g were milled under argon
nd with 4 ml of hexane (C6H14) as process control agent to

nhibit cold welding and prevent reaction of Al with MoO3 dur-
ng milling. A constant milling time of 30 min was used. The
roduct powders had particle sizes in the range of 1–200 �m.
ach particle consisted of an aluminum matrix with embedded
ano-inclusions of MoO3. A cross-section of a particle is shown in
ig. 1.
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ig. 1. Backscattered electron image of the cross-section of an Al–MoO3 nanocom-
osite. Brighter areas correspond to MoO3, and darker areas are Al.

.1. Thermal analysis

Reactions in the nanocomposite powders at elevated tempera-
ures were studied by DSC using a Netzsch Simultaneous Thermal
nalyzer STA409 PC. Alumina pans were used and the furnace was
ushed with argon at approximately 50 ml/min. DSC traces were
ecorded between room temperature and 1200 K with heating rates
arying from 1 to 40 K/min. At 1200 K, the samples were held for
0 min, and then cooled to room temperature. In order to estab-

ish a useful baseline, the reacted samples were heated again to
200 K without opening the DSC, or disturbing the sample. The tem-
erature and the sensitivity of the DSC were calibrated with the
elting points of a set of high-purity standards at a heating rate

f 10 K/min. The temperature measurements are estimated to be
ccurate within ±1 K. It was furthermore determined that the tem-
erature calibration factors change slightly (and monotonously)
ith heating rate within the same ±1 K range.

The results of the DSC measurements for a set of heating rates are
hown in Fig. 2. The traces show a series of overlapping exothermic
eaks. Initial exothermic events starting at ∼400 K are difficult to
eparate. These features are followed by stronger and more easily
dentifiable peaks in the 800–950 K temperature range. In addition
o the expected shift to higher temperatures at higher heating rates,
he shapes of the observed peaks change substantially. For example,
relatively strong peak observed between 600 and 700 K at the

owest heating rates can hardly be detected when heating rates
xceed 5 K/min.

.2. Data processing

In an initial attempt to separate DSC peaks, and to assign indi-
idual activation energies, apparent peak maxima were used to
rocess the data according to Kissinger’s method [4]. The Kissinger
ormalism states that

n

(
ˇ

T2
p

)
= − E

RTp
+ C (1)

here ˇ is the heating rate, Tp the temperature at the highest reac-

ion rate – taken as the temperature of the peak maximum, E is the
ctivation energy of the process, and R is the universal gas constant.
plot of the left hand side (LHS) of Eq. (1) vs. the reciprocal peak

emperature should yield a straight line with the slope of E/R. The
onstant C is regarded as specific to the reaction mechanism, and
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ig. 2. Baseline-corrected DSC traces collected for nanocomposite powder with bulk
omposition 4Al + MoO3 at heating rates ranging from 1 to 40 K/min. The traces are
caled to fit on the same plot; the vertical scale applicable to each trace is shown in
nits of mW/mg.

eed not be further specified in order to determine E. To apply this
ethod, reaction rate maxima, i.e. peak positions, need to be iden-

ified. However, despite the original derivation of Eq. (1) based on
he reaction rate, the same equation can be derived using points
f constant reaction progress under different linear heating condi-
ions, see, e.g. ref. [4]. One can then assume that other reference
oints also reflect states of constant reaction progress. This reason-

ng has been used in the derivation of kinetic parameters with peak
nsets [29,30] or inflection points [31] as reference temperatures.
s can be seen in Fig. 2, in the present case only the peak in the
00–900 K range can be tracked throughout all measurements. In
rder to be able to estimate the activation energy for the other iden-
ifiable features in the measurements, different reference points
ere used as approximations. Specifically, the onset point of the

verall heat effect was used, as well as the inflection point of the
inor peak in the 600–700 K range. The onset was determined as

he intersection between the initial baseline and the low-T slope of
he signal; the inflection points were taken as the peak maxima of
he first derivative of the DSC signal. Fig. 3 shows the results. It is evi-
ent that within these few measurements, some apparent outliers
xist, and that straight line fits to the data are therefore question-
ble. Results that are qualitatively similar have been reported in
ther publications on energetic composites [20,26–28]. Additional
xperiments were performed in smaller heating rate increments in
rder to confirm or rule out reproducibility issues. The results sug-
est that such “outliers” consistently form a trend. The values of E
etermined therefore have to be regarded with caution, and more
etailed processing is needed.

Since simple peak processing leads to the conclusion that indi-
idual peaks cannot be assigned unique activation energy values,
t was next attempted to determine the activation energy as a

unction of reaction progress according to various isoconversion
ormalisms. In all these methods, the reaction progress, ˛, is deter-

ined at a number of different heating rates by integration of the
eat flow ˚ over time. This requires a reliable determination of
he baseline of the measurements. Despite the experimental pro-

v

t
c
v

ig. 3. Data processed according to the Kissinger peak position method. Heating
ates used were 1, 2, 5, 10, 20, and 40 K/min.

edure outlined above, the signal at the end of the measurement
T > 1000 K) did not always return to zero, indicating that the base-
ine correction based on the repeated heating of the reacted sample
as not complete. This is most likely due to slight changes in the
hysical parameters of the sample that affect heat transfer, such as
hrinkage or changes in porosity. The high-temperature limit for the
etermination of the total reaction heat and the reaction progress
as chosen as the point after which the signal was essentially con-

tant. The low-temperature limit was more easily recognized as a
lear onset point, see Fig. 2 for comparison. However, as mentioned
bove, features in the low-temperature region of the measurement
re difficult to resolve, and questions may arise as to whether the
radually increasing signal may be an artifact. In an earlier inves-
igation on the same type of nanocomposite thermite, partially
eacted material was recovered after heating to 593 K and analyzed
y X-ray diffraction [23]. The results showed that the amount of
oO2 increased from 1.5 to 3.1 mol% between the as-prepared and

he partially reacted nanocomposite. Similarly, the amount of free
l decreased from 67.3 to 65.2 mol%. Any amorphous reaction prod-
cts, especially aluminum oxide, could not be quantified by XRD –
onetheless, the result confirms that there is a measurable reaction
rogress even below 600 K.

A synthetic baseline ˚BL was then constructed by taking the
eighted average between the heat flow at the beginning (˚i) and

he end (˚f) of the experiment with ˛ as the weighing factor [34]:

BL = (1 − ˛)˚i + ˛˚f (2)

his baseline was subtracted from the measured heat flow, and
nally ˛ was calculated as a function of the time, t, by integration

rom the time t0 at the beginning of the experiment using u as the
ntegration variable:

(t) = 1
Q

t∫
t0

˚(u) − ˚BL(u)du (3)

ince the baseline depends on ˛ while ˛ depends on the base-
ine, ˛ was calculated iteratively. The initial baseline was taken as
straight line between starting and end points; subsequently the
alue of ˛ converged after less than 10 iterations.
The resulting plot of ˛ vs. temperature is shown in Fig. 4 A for

he heating rates 1, 2, 3, and 5 K/min. As the figure shows, adjacent
urves intersect with each other, meaning that not all plots of T
s. ˇ at a given degree of conversion, ˛, are monotonous. This sig-
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Fig. 4. Plot of reaction progress ˛ vs. temperature after sub

als abnormal kinetic relations. To verify whether this behavior is
nherent in the data or an artifact of the baseline construction, an
nalogous plot is shown in Fig. 4 B, where the onset and endpoints of
he measured DSC signals were connected by a straight line, as the
implest case of possible baselines. This demonstrates that while
he shape of the ˛(T) curves are somewhat different compared
ith Fig. 4 A, curves still intersect, confirming problematic kinetic

elations. To verify the reproducibility of experiments, the run at
K/min was repeated resulting in an effectively identical DSC trace
nd respectively the same reaction progress trend as shown in Fig. 4.
aturally, one could construct arbitrary baselines, tailored to give
on-intersecting ˛(T) curves. Some kinetic software solutions actu-
lly optimize the baselines of individual measurements in order to
nsure monotonous T˛(ˇ) curves [10,35]. However, while there may
e cases where this is justified, it would impose constraints on the
inetic analysis that would obscure any unusual behavior. In the
resent case, the proportional baseline as defined in Eq. (2) was
sed to ensure consistent treatment of all measurements.

To verify that the choice of baseline is reasonable, the total
volved heat is compared for all individual experiments in Fig. 5.

lso shown are the calculated values for the reaction enthalpy of
omplete reduction of MoO3 to Mo, and partial reduction to MoO2.
he reaction heat values obtained from different runs are not sig-
ificantly affected by the heating rate, and fall between the limits of

Fig. 5. Total evolved heat for all heating rates.
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on of a proportional baseline (A), and a linear baseline (B).

ull and partial reduction of MoO3, confirming that the calculated
aselines are acceptable.

A number of different approaches to isoconversion data pro-
essing have been developed. The Ozawa–Flynn–Wall, generalized
issinger, and Starink’s methods are examples of isoconversion
ethods that rely on the approximation of the so-called tempera-

ure integral ([1,3,4] see also [5] for a critical summary). Of these
xamples, Starink’s method is the most accurate [5,32,33]. It uses
he following equation:

n

(
ˇ

T1.92
˛

)
= −1.008

E

RT˛
+ C (4)

here T˛ is the temperature corresponding to a specific degree of
onversion. By plotting the LHS of Eq. (4) vs. 1/T for fixed values of
, the activation energy can be determined as a function of ˛.

Other methods do not use an approximation of the tempera-
ure integral, but instead use the measured heat flow directly. An
xample is the Friedman method ([2], see also [5]):

n
(

d˛

dt

)
= − E

RT˛
+ C (5)

here explicit knowledge of the heating rate ˇ is not required.
Fig. 6 shows plots of the LHS of Eqs. (4) and (5) vs. 1/T. In both

lots, the contours of constant reaction progress cannot reasonably
e described by straight lines. In particular, the deviations at low
eating rates are strong and reproducible. As noted above, the mea-
urement at 2 K/min (3rd lowest heating rate in Fig. 6) was repeated,
nd the repeatability is of the same scale as the size of the symbols
sed in Fig. 6. The consistent trends observed over a range of heat-

ng rates strongly suggest that at least over the range of heating
ates investigated, a unique activation energy cannot be assigned
o a specific degree of reaction progress. Instead, overlapping reac-
ions that likely depend on each other must be considered in order
o successfully model the observed DSC measurements.

Both methods described so far yield plots of contour lines of

onstant ˛ values as intermediate results, which ideally should be
traight lines, where the slope is determined by E/R. This allows
visual assessment of inconsistencies, such as the already men-

ioned nonlinearities observed at low heating rates. Vyazovkin [6]
as developed an approach that is based on finding an approximate
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ig. 6. Isoconversion processing of DSC measurements to determine the activation
nergy as a function of the reaction completeness. Top (A): Starink, Bottom (B):
riedman.

olution to the following set of equations instead of straight-line
ts:

A

ˇi

T∫
0

exp
(−Ei(˛)

RT

)
dT = A

ˇj

T∫
0

exp

(
−Ej(˛)

RT

)
dT (6)

here the indices i and j refer to experiments with different linear
eating rates. Instead of integrating over the temperature, one can

ntegrate over time, while treating the temperature as an (exper-
mentally measured) function of the time. This obviates the need
or strict linear heating programs, and removes inaccuracies intro-
uced by deviations from linearity such as might occur due to
elf-heating or self-cooling of the sample during exothermic, or
ndothermic events, respectively.

In a further development, Vyazovkin [7] suggested to modify
q. (3), by integrating the DSC signal piecewise, and segmenting
he measured curve in as many parts as points at which E(˛) is to
e determined.

(t) = 1
Q

t∫
t1

˚(u) − ˚BL(u)du (7)

here Q is the integrated heat effect between the boundaries t1 and
2:

=
t2∫
t1

˚(u) − ˚BL(u)du (8)
nd t1 < t < t2. This has the advantage that features of the DSC signal
t progressively larger values of ˛ are not affected by earlier features
as they are when Eq. (3) is used.

Fig. 7 shows the activation energy as a function of ˛, determined
y all the above-described methods. It is apparent that mechani-

(
t
r
e
c

ig. 7. Activation energy as a function of reaction progress as determined by Fried-
an’s, Starink’s and Vyazovkin’s isoconversion methods.

al application of these isoconversion methods gives very similar
esults that appear to be consistent with one another, regardless
f the nonlinearities evident in Fig. 6A and B. The fact that Vya-
ovkin’s methods [6,7] give substantially the same results attests
hat the methods are functionally equivalent. However, the consis-
ency between results of different isoconversion techniques does
ot indicate that the activation energy as a function of ˛ has been
ccurately determined.

It may be possible to devise a strategy to separate the mea-
urements into groups or ranges of heating rates where the
ssumption of linearity (in the case of the “traditional” isoconver-
ion approaches) is valid. The approaches based on linear fits allow
correlation coefficient to be calculated for each line fit, that shows

he level of confidence of the value of E(˛) at a given degree of con-
ersion ˛. As the correlation coefficient decreases below unity, the
onfidence level also decreases.

In both variations of Vyazovkin’s method, the system of Eq. (6) is
olved approximately by minimizing the following expression [7]

i

∑
j /= i

⎛
⎜⎜⎜⎜⎜⎜⎝

ˇj

T∫
0

exp
(

−Ei(˛)
RT

)
dT

ˇj

T∫
0

exp
(−Ej(˛)

RT

)
dT

⎞
⎟⎟⎟⎟⎟⎟⎠

(9)

This minimum can be normalized to the value that it would
ssume for an exact solution of the system of Eq. (6). The inverse of
his normalized minimum projects, like the correlation coefficients,
o values between 0 and 1. This can now qualitatively be com-
ared to the correlation coefficients of the traditional isoconversion
ethods. As with the correlation coefficients, a value significantly

elow unity indicates lower confidence levels. This basic idea is
ufficient to identify subsets of heating rates for which linearity
an safely be assumed, however it has been developed further to
alculate proper confidence intervals for the activation energies so
etermined [36].

These error metrics (correlation coefficient for Starink’s and
riedman’s methods, and inverse, normalized value of minimum
9) for Vyazovkin’s methods) are shown in Fig. 8. It is now possible

o systematically eliminate measurements at low, or high heating
ates, respectively, to identify regions where the assumption of lin-
arity (Starink and Friedman) hold, and where the minimum (9) is
onsistently close to its ideal value.
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Fig. 8. Error metrics calculated for all considered isoconversion methods.

For the complete set of measurements, the only region where the
ctivation energy is consistently determined with high confidence,
s the range ˛ = 70–90%. Values below ˛ = 50% are relatively the

ost unreliable. It is likely that the strongest peak in the DSC mea-
urements between 800 and 900 ◦C dominates in that region, even
hough smaller peaks are clearly visible on its high-temperature
ide. Similarly, up to about 5% conversion the error metrics are rel-
tively high while the activation energy is nearly constant at about
5 kJ/mol. This may be indicative of a single process with an identi-
able activation energy limiting the rate of the reaction in its very

nitial stages. Conversely, the relatively uniform feature following
round 10–25% of conversion is a composite of various unresolved
ontributions, which is poorly reflected in the E(˛) results.

. Conclusions

Analysis of exothermic reactions in Al–MoO3 system shows that
inetics of such reactions cannot be meaningfully determined by
soconversion processing. A data set comprising five heating rates
as initially processed neglecting what appeared to be a minor
onlinearity in isoconversion plots. Application of a simplified iso-
onversion method yielded several activation energies, consistent
etween different methods. However, the results turn out to be

ncorrect once experiments at additional heating rates showed that
he minor nonlinearity neglected in the initial processing is not an
xperimental error, but instead represents an actual trend. Docu-
enting this trend effectively voided any isoconversion processing

ased on the obtained set of DSC measurements.
For the Al–MoO3 thermite system, the shapes of functions of

ctivation energy depending on reaction progress, E(˛), are sim-
lar to one another when different isoconversion techniques are
pplied, including some of the most recent and advanced algo-
ithms. It is concluded that the similarity in the shapes of E(˛)

btained from different isoconversion techniques does not support
r justify these shapes as accurate.

The data processing for the specific materials system addressed
n this paper shows that activation energy cannot be meaning-
ully determined as a function of reaction progress, as would be

[
[
[
[

[

mica Acta 477 (2008) 1–6

equired for any type of model-free processing. In this case, which
s expected to represent a rather common situation for solid state
eactions with many intermediate products, many measurements
t different heating rates are needed to identify trends, and a
etailed model development is necessary for meaningful descrip-
ion of the reaction kinetics. Generally, there is no rigorous a-priori
ndication as to whether isoconversion processing is applicable to
specific complex reaction. It appears that the only way to deter-
ine this, is to perform the experiments and to evaluate the error
etrics.
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