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a b s t r a c t

Signals obtained from a differential scanning calorimeter (DSC) include instrumental effects of time lag
due to slow thermal conductance. The dynamic response of samples is influenced by the effects, especially
on the occasion of phase transitions. A deconvolution method calibrating the instrumental effects for the
heat-flux DSC is reviewed and applied to the eutectic mixtures of aqueous solutions of NaCl and glycerol to
determine the phase behaviors without ambiguity in the interpretation of the peak profile. The method is
vailable online 14 January 2010

eywords:
SC
alibration

nstrumental coefficient

useful for the measurements with fast heating runs, which inevitably have larger time lag but is required
for e.g. polymeric systems to reduce reorganization on heating. The results of the deconvolution are well
agreed with the data in the literature.

© 2010 Elsevier B.V. All rights reserved.
queous solution
hase diagram

. Introduction

A conventional differential scanning calorimetry of heat flux
ype (CDSC-HF) measures the temperature of a sample and the
eat flow rate from the sample. This tool has been widely used to
tudy the heat absorption or release in physical, chemical and bio-
ogical processes [1–3]. Among them, the study of phase behavior
as been utilizing CDSC-HF as a source of fundamental informa-
ion of the phenomena [1]. Phase diagrams provide us information
bout a phase at a given temperature (T) and composition (x) of
he system of interest. Unfortunately, however, DSC apparatuses
ive us a distorted signal of the heat flow rate, as shown in a
chematic representation (Fig. 1). The schematic phase diagram of
eutectic mixture shown in Fig. 1(a) predicts an ideal heat flow

ate-temperature diagram (thermogram) shown by a solid curve
n Fig. 1(b) at a prepared composition, x1. In reality, however, the
hermogram is distorted like the one shown by a dashed curve in
ig. 1. The distortion of the thermogram in Fig. 1(b) clearly requires
areful consideration to the peak profile of CDSC-HF data in order

o construct the correct phase diagram.

In the standard interpretation of the peak profile of heating runs,
he sample temperature is supposed to be kept constant at the
utectic point when the temperature reaches at the lower tem-

∗ Correesponding author: Tel.: +81 82 424 6558; fax: +81 82 424 0757.
E-mail address: atoda@hiroshima-u.ac.jp (A. Toda).

040-6031/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
oi:10.1016/j.tca.2010.01.004
perature peak. Hence the distortion on the peak profile at the
eutectic point can be calibrated by the extrapolation of the peak
to the onset temperature. On the other hand, the higher tempera-
ture peak should end ideally at the liquidus point at the prepared
composition x1. The ending of the peak, however, is always dis-
torted by a time lag between the end of the melting and the return
of the heating rate to the programmed one. Therefore, the extrap-
olated ending temperature or the second peak temperature does
not necessarily correspond to the true liquidus point. The detailed
information of the instrument is required for the accurate determi-
nation of the liquidus point, which in turn is essential to construct
the correct phase diagram. To deconvolute the instrumental effects
from the raw data, it is important to know the exact reasons of the
distortion.

Instrumental effect such as time or temperature lag is not a new
issue. Regarding this, there have been several methods based on
mathematical treatments [4–8] and extrapolations [9,10] proposed
in the last four decades. Among them, Boettinger et al. [4] recently
reviewed thermal lag problems and presented possible mathemat-
ical models for both pure metal and eutectic alloys. In their models,
importance was given to the sample kinetics (such as solute diffu-
sion in alloys) rather than the instrumental effects caused by the
heat transfer between sample and instrument. On the other hand,

extrapolation methods [9,10] paid much attention on the choice
of the baselines to determine the true melting temperatures, as
shown in Fig. 2. The extrapolated peak-onset temperature shown
in Fig. 2(a) was assigned as the true melting temperature of the
pure material and was determined at the intersection point of the

http://www.sciencedirect.com/science/journal/00406031
http://www.elsevier.com/locate/tca
mailto:atoda@hiroshima-u.ac.jp
dx.doi.org/10.1016/j.tca.2010.01.004
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ig. 1. Schematic representation of (a) a phase diagram of a eutectic mixture and (b
AE) lines meet at the eutectic point (E). T2 is the eutectic temperature and T1 is the
olid curve is an ideal heat flow rate of transition expected from the phase diagram

uxiliary line through the descending peak slope with the linearly
xtrapolated initial baseline in GEFTA [9] method and with the
bscissa, i.e. the line of zero heat flow rate, in SARGE [10] method,
espectively. To determine the melting temperatures of the com-
lex event as shown in Fig. 2(b), the auxiliary line is drawn from the

ndividual peak tips to the baseline at the slope, � , set at the same
lope as that of the melting of pure material, which is supposed to
roceed at a fixed constant temperature.

The present paper mainly focuses on the instrumental effects
n the melting process of a eutectic mixture, so that the effects are
ore significant for faster heating runs because of larger instru-
ental time lag, while the kinetics of melting is supposed to be

ast enough. For this reason, we follow the method of Toda et al.
8], who have suggested a calibration method of deconvolution of
he instrumental effects to obtain the true sample temperature
nd heat flow rate from the sample. We have recently applied
he method using CDSC-HF on eutectic ternary mixtures in our
revious paper [11] without any detailed explanation. Since the
ixtures were aqueous solutions of poly(ethylene glycol) with the

ddition of NaCl, the heating runs at sufficiently high rates were
ecessary to reduce the reorganization of polymeric crystals. Thus
he application of the deconvolution method was essential to con-
truct the phase diagrams accurately. In this paper, we review the
alibration method in detail for the study of the phase behavior

f eutectic mixtures using CDSC-HF, and examine the applicability
sing aqueous solutions of NaCl and glycerol, whose phase dia-
rams are available in the literature. Then, we compare the results
f the deconvolution method with those of extrapolation methods
9,10].

ig. 2. The definition of extrapolated peak-onset temperatures in GEFTA [9] and SARGE
aterial. � is the slope of the auxiliary line drawn through the descending peak. In (b)

emperatures for a mixture.
eat flow rate-temperature diagram (thermogram). In (a), liquidus (BE) and solidus
g temperature of melting at the composition x1 in the eutectic mixture. In (b), the

, and the dashed curve is the corresponding one distorted by instrumental effects.

2. Model

2.1. The basic equations

Since we use the method proposed by Toda et al. [8] for the study
of phase transitions in solution, here we review this method. Fol-
lowing the Mraw’s model [5], CDSC-HF is modeled by the following
equations describing the heat flow rate in the sample side,

Cs
dTs

dt
= K1(Tm − Ts) + F (1)

Cm
dTm

dt
= K1(Ts − Tm) + K0(Th − Tm) (2)

Th = T0h + ˇt, (3)

where Ts, Tm and Th are the sample temperature, temperature at the
monitoring station and that at the heat source, respectively. Cs and
Cm are the heat capacities of a sample (including the sample pan)
and that of the monitoring station, respectively. ˇ is the heating
rate which controls Th. K0 and K1 are the heat transfer coefficients
between the heat source and the monitoring station, and between
the monitoring station and the sample, respectively. This model is
schematically presented in Fig. 3. Absorbed or released heat flow
rate during the phase transition is represented by F with negative

sign for endothermic process.

For the case of melting of pure materials, the above equations
are solved for three stages [6,8]. The first stage is before melting
(t < tstart) where the sample temperature Ts increases linearly, the
second one is during melting (tstart < t < tend) where Ts is kept con-

[10] methods. In (a), the temperatures define the melting temperature for a pure
, the lines at the same slope � are drawn from the peak tips to assign transition
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Fig. 3. Schematic representation of the Mraw’s model for the sample side where
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h, Tm, and Ts represent, respectively, the temperatures of the heat source, of the
onitoring station, and of the sample. Cs is the heat capacity of the sample (plus

ample pan) and Cm is that of the monitoring station. K0 and K1 are the heat transfer
oefficients.

tant, and the last one is after melting (tend < t) where Ts returns
o the linear increase with a relaxation time depends on instru-

ents. The solutions of Eqs. (1)–(3) for each stage are as follows.
or t < tstart,

s1 = T0h + ˇt − ˇ
(

Cs

K1
+ Cs + Cm

K0

)
(4)

m1 = T0h + ˇt − ˇ
Cs + Cm

K0
. (5)

or tstart < t < tend,

s2 = TM = T0h + ˇtstart − ˇ
(

Cs

K1
+ Cs + Cm

K0

)
(6)

m2 = TM + ˇ
Cs

K1
+ ˛�t2 + K1

(K0 + K1)2
ˇCm

×
{

1 − exp
(

−K0 + K1

Cm
�t2

)}
(7)

t2 ≡ t − tstart (8)

≡ K0

K0 + K1
ˇ, (9)

here TM represents the melting point and ˛ represents the effec-
ive heating rate on the second stage. For tend < t,

s3 = T0h + ˇt − ˇ
(

Cs

K1
+ Cs + Cm

K0

)
+ a1 exp(−�1�t3)

+ a2 exp(−�2�t3) (10)

m3 = T0h + ˇt − ˇ
(

Cs + Cm

K0

)
+ b1 exp(−�1�t3)

+ b2 exp(−�2�t3) (11)

t3 ≡ t − tend, (12)

here �1 and �2, the inverse of the apparatus relaxation time, are
he solutions of the following equation (0 < �1 < �2),( )

2 − K1

Cs
+ K1

Cm
+ K0

Cm
� + K0K1

CsCm
= 0. (13)

he constants a1, a2, b1 and b2 are determined by the continuation
f Ts and Tm between the successive stages.
Acta 500 (2010) 100–105

2.2. The deconvolution of instrumental effects

Eqs. (1)–(3) represent the balance of heat flow rate in the sam-
ple side. The deconvolution method proposed by Toda et al. [8]
is therefore for a single calorimeter without concerning the infor-
mation from the reference side. In Eqs. (1)–(3), we have the time
sequence of temperature at the monitoring station of the sample
side, (t, Tm). The purpose of the deconvolution is to extract the heat
flow rate of transition, F , and the true sample temperature, Ts, from
those data set with the pre-determined instrumental coefficients,
K0, K1, Cm, and the sample (plus sample pan) heat capacity, Cs. The
determination methods of those coefficients and Cs are as follows.

Firstly, the coefficient, K0 can be calculated from the following
integration, which corresponds to the enthalpy of fusion, �Hfus.

K0

{∫ tend

tstart

(Tm2 − Tm0)dt +
∫ t∞

tend

(Tm3 − Tm0)dt

}
= �Hfus. (14)

Here, Tm0 is the temperature at the monitoring station in the case
of no heat flow rate F of the phase transition, thus the temperature
has the same function form with Eq. (5) but is still affected by the
change of Cs due to the phase transition. Tm0 is obtained by fitting
Tm in t < tstart and tend � t and interpolating between the two in the
region of transition, tstart < t < tend. To obtain K0 using Eq. (14), one
can use a standard material such as water. Secondly, the coefficient,
K1 is determined using Eq. (9)

K1 = K0

(
ˇ

˛
− 1

)
(15)

with experimentally obtained ˛. Then, the coefficient, Cm is calcu-
lated by

Cm = K0

�
+ K1

� − K1/Cs
(16)

using the experimentally measured value of � and Cs. Here, Cs is
determined by

Cs = − Q̇0

ˇ
(17)

where the heat flow rate Q̇0 represents the one without F .
Using the instrumental coefficients and Cs thus obtained, the

time sequence of sample temperature Ts and the heat flow rate of
the phase transition F are calculated. From Eqs. (2), (3) and (5), the
sample temperature Ts is given by

Ts = Tm + 1
K1

[
Cm

(
dTm

dt
− ˇ

)
− K0(Tm0 − Tm) − ˇCs

]
. (18)

The heat flow rate F is obtained from Eq. (1) as

F = −K1(Tm − Ts) + Cs
dTs

dt
. (19)

3. Experimental

A DSC 2920 Module controlled with Thermal Analyst 2200 (TA
Instruments) was used for all measurements. The cell was purged
with nitrogen gas with a flow rate 40 ml min−1. Reference pan was
removed in all the experiments [12].

Melting behaviors of pure ice were examined at the heating
rates of ˇ = 0.2–10 K min−1. The aqueous solutions with differ-
ent concentrations of NaCl and glycerol were prepared at room
temperature. About 10 mg samples of each solution were sealed

hermetically into aluminum pans. The temperature was scanned
from the room temperature to 40 ◦ C with a heating rate ˇ =
5 K min−1 and then kept there for 2 min. The second scan with the
same heating rate from −50 to 40 ◦ C followed a cooling run at
a rate of 1 K min−1. Water evaporation was checked by measuring
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ig. 4. Temperature at the monitoring station Tm for pure water: (a) the raw data (
nd ˇ are determined, and (d) the logarithmic plot of (b), from which the slope � is

he sample weight before and after the experiment. The lost weight
as less than 0.1%.

. Results and discussion

.1. Determination of the instrumental coefficients

In this section we explain the procedure to determine the instru-
ental coefficients K0, K1, and Cm necessary to construct the true

ample temperature Ts and heat flow rate F . As our aim was to con-
truct phase diagrams of aqueous solution, we have chosen pure
ater as a standard material. Since the instrumental effects become
ore serious as the heating rate is increased, the data taken at the

ighest heating rate (10 K min−1) was used.
Figs. 4 and 5 show the obtained data [Figs. 4(a) and 5(a)] during
elting of the pure ice and their analysis [Figs. 4(b)–(d) and 5(b)].
ig. 4(b) shows the temperature change due to the phase transition,
m0 − Tm, whose integration gives �Hfus according to Eq. (14). We
sed the value of �Hfus of pure ice, 6.0 kJ mol−1 to calculate K0.

ig. 5. (a) Heat flow rate from pure water (solid line) and the baseline Q̇0 (dashed
ine) fitted by a sigmoidal curve shown in (b).
ine) and Tm0 (dashed line), (b) Tm0 − Tm, (c) the time derivative of Tm from which ˛
mined.

The effective heating rate during the phase transition, ˛, and
the heating rate ˇ before and after the transition were measured
as shown in Fig. 4(c). For ˇ we have used the average value. Then
using Eq. (15) and the obtained values, we determined K1.

Now we discuss the determination process of Cm from � and Cs,
using Eq. (16). Firstly, from the slope shown in Fig. 4(d) � is deter-
mined. Secondly, before going to determine Cs, Q̇0 was determined
with the fitting of the heat flow rate data using a sigmoidal function
as shown in Fig. 5(a). Using the obtained Q̇0 shown in Fig. 5(b), we
determined Cs according to Eq. (17). As shown in Fig. 5(b), Q̇0, thus
Cs, depends on Tm. To determine Cm, we used a Cs averaged over
the transition region. All those obtained coefficients are listed in
Table 1. With the obtained instrumental coefficients, it is now pos-
sible to deconvolute an experimental thermogram to extract true
one.

Fig. 6 shows the melting behaviors of pure ice measured with
different heating rates. The raw thermograms and the correspond-
ing deconvoluted ones are respectively shown in Fig. 6(a) and (b).
After the deconvolution, the melting peaks shifted toward left side
with almost the same onset temperature. The slight peaks seen
just after the main peaks in Fig. 6(b) are artifacts resulted from the
deconvolution. The peak and onset points are plotted against ˇ in
Fig. 6(c). Whereas the peak and onset points of the raw thermo-
grams increased with ˇ, the increase was significantly suppressed
after the deconvolution. Especially, the onset points of the decon-
voluted data were almost independent of ˇ with a slight increase
of less than 0.03 ◦C. This shows the effectiveness of the decon-
volution and confirms that the instrumental coefficients do not
depend much on the heating rate. In the next section, we applied
the method to the eutectic mixtures of aqueous solution through
the construction of phase diagrams.
4.2. Applications

Thermograms of aqueous NaCl and glycerol solutions measured
by CDSC-HF are shown in Fig. 7. It is noted that, in Fig. 7(c) and

Table 1
The instrumental coefficients determined experimentally with ˇ=10 K min−1. Cs is
the averaged value.

K0/mW K−1 K1/mW K−1 �/s−1 Cm/mJ K−1 Cs/mJ K−1

11.2 14.9 0.08 69.0 51.4
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ig. 6. Heating rate effects on the melting behaviors of pure ice: (a) the raw data, (b)
btained from the thermograms. In (c), squares and circles, respectively represent th
pen ones are from the deconvoluted thermograms in (b). In (a) and (b), the heat fl
d), the first (eutectic) peak was not observed due to the slow
rystallization rate of the glycerol. For the deconvolution of the
hermograms, we have utilized the same instrumental coefficients
isted in Table 1, determined by the measurements of pure water.
fter the deconvolution the peaks were shifted toward left side

ig. 7. Thermograms in the melting region of the aqueous solutions of (a) NaCl 4 wt%, (
5 wt%. The raw thermogram and the corresponding deconvoluted thermogram (heat flo
he broken lines represent the extrapolation with the slope � taken from the thermogram
rresponding results of the deconvolution, and (c) the peak and onset temperatures
k and onset temperatures. Filled symbols are from the raw thermograms in (a), and
es are shifted in the y-axis direction to show the thermograms at all heating rates.
with the reduction of the peak width. The sharpness of the peak,
which enhances the resolution of peak detection, is important for
the study of mixtures which often exhibit two or more close or over-
lapping melting peaks. Moreover, the deconvolution gives more
accurate estimation of the peak area.

b) NaCl 23.3 wt% at the eutectic composition, (c) glycerol 10 wt%, and (d) glycerol
w rate of transition F) are shown by the thin and thick solid curves, respectively.
of pure ice.
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[
[
[12] I. Hatta, S. Muramatsu, Jpn. J. Appl. Phys. 35 (1996) L858–L860.
[13] A.V. Wolf, G.M. Brown, G.P. Prentiss, in: R.C. Weast (Ed.) Concentrative Prop-

erties of Aqueous Solutions: Conversion Tables, CRC Press Inc., Boca Raton, FL,
1989–1990, D-234.

[14] D.L. Hall, S.M. Sterner, R.J. Bodnar, Econ. Geol. 83 (1988) 197–202.
[15] B. Han, J.H. Choi, J.A. Dantzig, J.C. Bischof, Cryobiology 52 (2006) 146–151.
ig. 8. The phase behaviors of the aqueous solutions of (a) NaCl and (b) glycerol. Ope
etermined with the deconvolution, and the filled squares and circles are those from
he SARGE and GEFTA methods, respectively. The solid and dashed curves represen

Fig. 8 shows the phase diagrams of NaCl and glycerol aqueous
olutions, where the solid and dashed curves represent the known
elting points [13–15]. To construct the phase diagrams, we chose

he onset temperatures for pure ice, for NaCl solution at the eutec-
ic composition (23.3 wt%), and for the first peak at the eutectic
emperature of the solutions. This choice is due to the fact that
he temperature during the phase transition is kept constant for
ure materials or for mixtures at the eutectic point. On the other
and, the liquidus temperatures correspond to the ending temper-
tures of the melting of the eutectic mixtures [the second peak
n Fig. 7(a) and the peaks in Fig. 7(c) and (d)]. For the tempera-
ures, we used the peak temperature because there still seemed to
emain a weak influence of the instrumental effects as a tail of the
eak. With the combination of these choices, the melting points
etermined agreed well with the reported data as shown in Fig. 8.
n the other hand, the peak temperatures of the raw data and the
xtrapolated onset temperatures estimated from GEFTA and SARGE
ethods were located at slightly higher temperatures than the true

alues as shown in Fig. 8. It should also be noted that, for the ending
emperature of the melting at the liquidus temperature, the extrap-
lation of the second peak to the “onset” temperature in GEFTA and
ARGE methods is not on physically reasonable basis. Thus present
esults clearly demonstrate the applicability of the deconvolution
ethod for the study of the phase behaviors in eutectic mixtures. It

an also be said that, for the sample mass of ca. 10 mg in the present
xperiments, the effects of temperature gradient in the sample
ere negligible in comparison with the instrumental effects. It is
oted that, in Fig. 8, a slight increase (less than 0.3 K) of liquidus
emperature from the literature value is recognized for solutions at
oncentrations less than 3 wt%, while the melting temperature of
ure ice at 0 wt% was in good agreement. As mentioned above, for
he melting of ice in the mixture, we chose the peak temperature of
he deconvoluted heat flow rate, while for pure ice, the onset tem-
erature of the peak. Therefore, this deviation can be the indication
f somehow insufficient deconvolution of the instrumental effects
or the ending of the second peak with relatively larger melting
eak of ice at low concentrations of NaCl and glycerol.
. Conclusions

A deconvolution method on conventional DSC was reviewed and
pplied on the phase transition in eutectic mixtures through the
ares and circles represent ice (liquidus) and eutectic (solidus) melting temperatures
thermograms. Downward-triangles and diamonds represent those estimated from
elting points in the literature [13–15].

construction of the phase diagrams. With the deconvolution, melt-
ing points were measured accurately even at the heating rate as
high as 10 K min−1. The method was applied on the construction
of phase diagrams of aqueous mixtures where the accurate inter-
pretation of the peak profile was essential. The agreement between
obtained phase diagrams and those in the literature suggests the
applicability of the method for the study of phase transitions in
eutectic mixtures.
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